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Chapter 1

Introduction

1.1. About this thesis
This thesis has been prepared according to the Regulations for Higher Degrees by

Research and Notes for the Guidance of Research Students, Directors of

Research, Supervisors and Examiners of Loughborough University. It is the final

report of the investigation by research into information design and distance

learning for international development.

1.2. Purpose
The purpose of this research has been to reach an understanding of how distance

learning is affected by the physical design of printed study materials.

1.3. Aims
The aims of the research were:

 i. to review published literature relating to information design and distance

learning;
 

 ii. to develop and conduct a series of tests to compare the responses of subjects

to different methods of presenting information;
 

 iii. to report and analyse the results of these tests; and
 

 iv. to draw conclusions from the research and present proposals for further

investigations.
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1.4. Objectives

The objectives to support the first aim were:

• to define what is meant by �information design� and �distance learning� within

the context of this research;
 

• to locate relevant sources of literature;
 

• to examine the literature and abstract the salient views of authors; and
 

• to report the findings.

 

 The objectives to support the second aim were:
 

• to identify existing tests relating to aspects of information design and learning;
 

• to review methods of testing learner responses to aspects of information design;
 

• to develop hypotheses relating to appropriate methods of presenting

information for distance learning;
 

• to discuss and confirm with the research supervisors methodologies for

validating the research;
 

• to devise tests as appropriate;
 

• to identify sample groups of postgraduate learners;
 

• to conduct pilot tests using the sample groups;
 

• to revise the methods of testing as appropriate; and
 

• to conduct revised tests.
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 The objectives to support the third aim were:
 

• to review appropriate methods of data analysis;
 

• to analyse, interpret and report the findings; and
 

• to discuss the implications of the findings.

 

 The objectives to support the fourth aim were:
 

• to critically examine the literature review and research hypotheses, design,

methodologies and results; and
 

• to identify areas for further study.

1.5. Structure of the thesis
The thesis is comprised of three parts:

Part I: Review of Literature

Part II: Research Hypotheses, Design, Methodology, Results and Analysis

Part III: Conclusions

1.5.1 Part I

Part I presents the review of literature under the following chapter headings:

Chapter 2.  Learning and Adult Education

Chapter 2 introduces some of the key issues relating to learning and adult

education today, providing a background for the central themes of the research

discussed in subsequent chapters.
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The chapter begins with the simple question: �What is learning?� It then presents

an overview of the theories and principles of learning, and examines the

significance of individual differences and learning styles. It also examines the

characteristics of adult learners and the optimum conditions for adult learning. It

concludes with a profile of the adult learning group which is the particular focus

of the research reported and discussed in Part II.

Chapter 3.  International Development and Distance Learning

Chapter 3 examines the ways in which self-directed modes of learning, and in

particular distance learning, can support the education and training needs of the

professional adult as described in Chapter 2. It focuses on the needs of

professionals whose work is involved with development in low- and middle-

income countries.

The chapter begins with a discussion of the goal of international development and

the need for education and training to realize this goal. It describes conventional

teaching methods, and goes on to outline the distance learning alternative and the

benefits and problems of this approach. It also examines ways of delivering

distance learning programmes, focusing in particular on print-based materials. The

chapter concludes with an examination of some of the ways in which distance

learning is being used in low- and middle-income countries, especially in

engineering, and for infrastructure development.

Chapter 4.  Information Design for Self-Instruction

Chapter 4 defines what is meant by design for self-instruction and presents a

review of the literature. This review is mainly derived from literature concerning

the design of paper-based learning materials, although other research is considered

where appropriate. All of the literature considered here relates to printed English.
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Chapter 5.  Research into Illustration

Chapter 5 continues the review of literature into information design with a

discussion of research into illustration which is the focus of the study reported in

Part II.

The chapter begins by describing the role of illustrations in educational materials

and the factors which affect their comprehension. It goes on to examine Evelyn

Goldsmith�s analytical model which leads into a discussion of particular aspects of

illustration. It concludes with a discussion of the visual perception of engineering

drawings and the implications of their cross-cultural use.

1.5.2 Part II

Part II presents questions and hypotheses which emerged from the literature

review; the research design; methodology; results; analysis; and discussion under

the following chapter headings:

Chapter 6.  Hypotheses

This chapter raises questions about the use of engineering drawing projection

systems for illustrations designed to support distance learning in a cross-cultural

context. It presents the research hypotheses and a list of variables which relate to

the hypotheses. It also describes the projection systems under study.

Chapter 7.  Research Methodology

This chapter describes the ways in which the hypotheses presented in Chapter 6

have been tested. Specifically, it presents: the basis of the test design; the principal

requirements in experimental technique that were identified to ensure validity of

the tests; the pilot test designs and methods (along with a description of the group

of subjects who performed the pilot tests); discussions and conclusions relating to

each test design; and the revised tests and methods (with descriptions of the

groups of subjects who performed the revised tests).
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Chapter 8.  Results

Data compiled from the Subject Profile Forms (Appendix 1) were entered into the

statistical analysis and data management system SPSS, along with the scores for

the pilot tests and the revised tests. Chapter 8 presents a summary of the results of

the revised tests in tabular and chart form.

Chapter 9.  Data Analysis and Discussion

Chapter 9 presents a comparative analysis of the tests themselves, followed by

analyses of the results for selected variables and categories. The results are

analysed in this way as a means of either supporting or rejecting the hypotheses

presented in Chapter 6. The extent to which analysis of the data can support or

reject the hypotheses is discussed within each section.

1.5.3 Part III

Part III of the thesis (Chapter 10) presents the conclusions drawn from Parts I

and II. It also identifies areas for further study.
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Chapter 2

Learning and Adult Education

2.1. Introduction
The question of how people learn was the concern of many applied psychologists

during the twentieth century. From theories of learning came theories of education

which now affect students at all stages of life, from infancy to old age.

This chapter introduces some of the key issues of learning and adult education

today, and thereby provides a background for the central themes of the research

discussed in subsequent chapters.

The chapter begins with the simple question: �What is learning?� It then presents

an overview of the theories and principles of learning, and examines the

significance of individual differences and learning styles. It also examines the

characteristics of adult learners as well as the optimum conditions for adult

learning. It concludes with a profile of the adult learning group which is the

particular focus of the research reported and discussed in Part II.

2.2. What is learning?
It is apparent from the literature concerned with the nature of learning that there is

very little agreement about what learning actually is. Hergenhahn (1988) cites the

American Heritage Dictionary which defines learning as follows: �To gain

knowledge, comprehension or mastery through experience or study�. The Concise

Oxford Dictionary of Current English (1976) defines learning simply as

�knowledge acquired by study�. Hergenhahn observes that most psychologists find

such definitions unacceptable because of the nebulous terms they contain, such as
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knowledge, comprehension, and mastery. Smith (1983) notes that psychologists

and educators do not agree on, or even claim to be able to say with great precision

what learning is, only to describe its effects and how people go about it. After

years of trying to synthesize learning theory, Kidd (1973: p.23) goes as far as to

suggest that �there is no answer to the question �What is learning?�, any more than

there is to the question �What is electricity?� �

According to Hergenhahn, the trend in recent years is to accept a definition of

learning that refers to changes in observable behaviour. The most popular has

been the one suggested by Kimble (1961: p.6) which defines learning �as a

relatively permanent change in behavioural potentiality that occurs as a result of

reinforced practice�. Hergenhahn notes, however, that this popular definition is not

accepted universally.

There is, nevertheless, general agreement that learning has to do with very

complex processes that involve the whole self (Smith, 1983). According to Smith,

it is possible that learning defies precise definition because it is used to describe

either a product, a process or a function. When learning is used to describe a

product, the emphasis is on the outcome of the experience. When it is used to

describe a process, an attempt is made to account for what happens when a

learning experience takes place. When learning is used to describe a function, the

emphasis is on aspects (such as motivation) which are believed to help �produce�

learning.

2.3. Theories of learning
2.3.1 Lunzer�s classification

Lunzer (1968) suggests a two-way classification of approaches to the study of

learning and adaptation which is presented in Table 2.1.
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Firstly, there is the widely accepted classification of theories ranging from

behaviourist to cognitive, the main difference being that behaviourist

psychologists see learning as a matter of links between stimulus and response,

whereas cognitive theorists place greater emphasis on the functioning of the brain,

internal mental thinking and the role of experience which modifies present

behaviour.

Secondly, there is the classification which concerns the role of stimuli as the

initiator of behaviour. The reactive view is that without stimuli there would be no

response, because responses only occur when an organism needs to react to a

stimulus. The active (or structural) approach sees the organism as spontaneously

activated i.e. �if there were no stimuli in the environment, the organism would

seek stimuli� (Child, 1981: p.84).

In both classifications, there are those who take intermediate positions. The table,

therefore, has a nine-cell structure. As Lunzer himself points out, however, this

belies the considerable overlap and numerous shades of position.

Table 2.1. Cross-categorization of learning theorists

Role of the stimulus Behaviourist Intermediate Cognitivist

Reactive Watson
Thorndike
Hull

(Locke)

Intermediate Pavlov Tolman Gestalt psychologists

Structural

(or active)

Skinner Lorenz
Broadbent
Lunzer

Piaget
(Lewin)

Source: Child, 1981: p.84 (modified from Lunzer, 1968: p.120)

The scope of this chapter does not allow for detailed discussion of the

intermediate positions, but an outline of behaviourist and cognitive theories is

helpful in setting the scene for the review of the principles of learning which

follows.
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2.3.2 Behaviourist theories

J. B. Watson (1878-1958) was the earliest and most extreme behaviourist. His

fundamental conclusion from many experimental observations of animal and

childhood learning was that stimulus-response (S-R) connections are more likely

to be established the more frequently or recently an S-R �bond� occurs. Solving a

problem might require many unsuccessful attempts before the correct solution is

reached. Of the many responses made in an effort to solve a problem, the

unsuccessful ones will tend not to be repeated. Trying alternative paths in the

solution of problems of any kind has become known as �trial and error� learning.

E. L. Thorndike (1874-1949) also thought that people �stamp in� effective S-R

connections and �stamp out� those responses which are useless. Thorndike

stressed the importance of satisfying and gratifying outcomes from a response so

that S-R connections are reinforced whenever satisfying results are apparent. The

statement that satisfaction serves to strengthen the S-R bonds is known as

Thorndike�s Law of Effect. Knowledge of results, therefore, is essential for

reinforcement to take place.

Like Watson and Thorndike, I. P. Pavlov (1849-1936) viewed behaviour as

responses initiated by stimuli. Pavlov�s interests, however, were strictly centred on

the physiological reflex actions of animals and less relevant in the study of human

learning, although his studies gave rise to the process known as classical

conditioning. Smith (1983) gives an example of a human situation which displays

classical conditioning. If a child visiting a dentist for treatment which requires an

injection experiences pain when he or she is first injected, the waiting area may

act as a stimulus for the activation of �autonomic reactions� such as an increase in

heart beat. Where the child continues to experience pain on each visit, the

conditioning is reinforced.



11

Similarly, positive conditioning can occur with associations of pleasurable stimuli.

In particular, C. L. Hull (1884-1952) emphasized that learning takes place when

human (or animal) needs are being satisfied.

Amongst behaviourists working during the second half of the last century, B. F.

Skinner is perhaps the best known. His main interest was a particular type of

conditioning termed operant conditioning as it requires the learner to �operate on

the environment�: i.e. be active. From many animal and human experiments,

Skinner drew several conclusions about learning:

• Each step of the learning process should be short and emerge from previously

learned behaviour.

• In the early stages, learning should be regularly rewarded and at all stages

carefully controlled by a schedule of continuous reinforcement.

• Reward should follow quickly when the correct response appears. This is

commonly referred to as feedback and is based on the principle that motivation

is enhanced when a learner is informed of his or her progress.

 

2.3.3 Cognitive theories

One of the main objections to the behaviourist approach to the understanding of

learning is that it does not account for the diversity of human behaviour.

Wertheimer, the earliest psychologist to attempt a cognitive interpretation,

believed that breaking down behaviour into constituent parts obscured and even

distorted the full meaning of that behaviour (Child, 1981). Along with Kohler and

Koffka, he founded the school of Gestalt psychology which focused on the study

of perception as a means of understanding learning.

The most important contribution of the Gestalt psychologists was their study of

insight. �Insightful� learning, they contested, occurs as a sudden solution to a
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problem in a way that can be readily be repeated during a similar event in the

future, and which can be transferred to new situations.

Kohler�s first demonstration of insightful learning, and one which best helps to

describe it, used chimpanzees as subjects. Bananas were placed out of reach of

chimpanzees in a cage. The chimpanzees were provided with two short sticks,

neither of which was long enough to reach the bananas. When slotted together,

however, the bananas could be reached easily. Similarly, some of the bananas

were suspended from the roof of the cage, and could not be reached unless two or

more of the boxes (also provided) were used as steps. In both of these cases, some

of the chimpanzees suddenly �had the idea� about how to solve the problem. This

sudden, immediate, repeatable and transposable behaviour is how Kohler defined

insight. Hergenhahn (1988) defines insight as an �aha� experience similar to that

which usually takes place within an observer on discovering the pictorial

representation of a �hidden� bear pictured in Figure 2.1.

Figure 2.1. Can you find the hidden bear?

Source: Munn et al., 1972: p.164
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According to Gestalt theory, therefore, learning is a cognitive phenomenon. The

learner, whether chimpanzee or human, comes to �see� the solution after

pondering a problem. The learner thinks about the ingredients necessary to solve a

problem and puts them together in different ways until the problem is solved. Of

key importance is that the problem can only exist in two states, unsolved or

solved: there is no state of partial solution in between. Whereas the Behaviourists

believed that learning was continuous (in that it increased systematically in small

amounts), the Gestalt theorists believed learning was discontinuous, because a

solution is either reached or it is not.

Hergenhahn (1988: p.257) summarizes four key characteristics of insightful

learning:

1. The transition from pre-solution to solution is sudden and complete.

 

2. The performance based upon a solution gained by insight is usually smooth and

free from errors.

 

3. A solution to a problem gained by insight is retained for a considerable length

of time.

 

4. A  principle gained by insight is easily adapted to other problems.

The Gestalt theorists also recognised �the whole as being more than the sum of its

parts � that to dissect is to distort� (Hergenhahn, 1988: p.244). This is based on

the belief that psychological experiences are different from sensory experiences,

although the former may result from the latter. In one of Wertheimer�s early

experiments, two lights blink on and off at a certain rate giving the observer the

impression that one light is moving back and forth. The illusion of motion is a

�phenomonological experience� different from the sensory experience of two
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blinking lights. In the same way, the experience of listening to a symphony is

more than the sum of the notes being played by members of the orchestra.

2.3.4 Consensus

Reflecting on the wide variations of the theories of learning outlined above, there

is, as Smith (1983: p.34) notes, �perhaps only one common feature: newness.

Something that did not exist or was not grasped has been manifested or brought to

life�.

Clearly, there is no complete agreement about the details of learning. Child (1981)

observes, nevertheless, that whilst no single theory accounts for all the facts there

is a basic premise accepted by most psychologists that learning occurs whenever

new behaviour is adopted  or existing behaviour modified  to the extent that

it has an influence on future performance or attitudes. Unless there were, in fact,

some influence, it would not be possible to detect that learning had taken place.

This change in behaviour, Child maintains, grows out of past experience and is

distinguished from behaviour which results from simply �growing up�.

2.4. Principles of learning
According to Hartley (1998), the relationship between learning theory and

education in practice is a symbiotic one: theory contributes to practice, and

practice contributes to theory. Because of this, he observes, there has been a swing

over the past two decades against earlier theories, particularly Skinner�s theories

of operant conditioning. Whilst recognising that operant conditioning and

reinforcement still play an important part in human learning, he rejects the notion

that human learners are merely passive recipients of instruction in favour of the

view that �learners are active processors of information using a variety of

strategies to remember and utilise knowledge (strategies which they can switch on

and off in different contexts), and that learners are very flexible.� (p.16). This view
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is also held by leading distance learning authors and is discussed further in

Chapter 3.

Hartley (1998) has developed a concise series of learning principles which is of

particular relevance to the adult learner and is based around the theories of

learning outlined above. These are summarized in Boxes 2.1 to 2.3. Whilst

acknowledging that there is an overlap, he forms three groups of principles, as

emphasized in behavioural psychology; cognitive psychology; and what he calls

social and phenomenological psychology.

Box 2.1.

Principles of learning emphasized in behavioural psychology

These focus on the effects of the consequences of doing something on the subsequent

repetition of that behaviour. Reinforced activities increase, non-reinforced activities decline.

For learning, emphasis is placed on external events and the acquisition of responses and

habits.

Key principles:

� Activity is important. Learning is likely to be enhanced when the learner is active rather
than passive.

 
� Repetition, generalization and discrimination are key concepts (implying that

frequent practice is necessary for learning to take place).

 
� Reinforcement is the main motivating force. The effects of the consequences on

subsequent behaviour are important, whether extrinsic (reward from a teacher) or intrinsic
(self-reward). It is generally found that positive reinforcers (rewards, successes) are to be
preferred to negative events (punishments, failures).

 
� Learning is enhanced when objectives are clear. Behavioural objectives state what it

is that the learner will be expected to be able to do at the end of the learning session.
These expectations are usually expressed in terms of behaviours that can be measured.
To achieve these objectives, tasks are often broken down into carefully sequenced stages
following a task analysis.

Source: After Hartley, 1998: pp.17-18
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Box 2.2.

Principles of learning emphasized in cognitive psychology

These focus on internal events. Learning results from inferences, expectations and making

connections. Learners acquire plans and strategies.

Key principles:

� Instruction should be well structured and well organized. There should be logical
relationships between key ideas and concepts: material which is well organized is easier
to learn and remember.

 
� Perceptual features of tasks are important. Learners are selective to different

features of their learning environment, so the way in which problems are presented to
learners is important.

 
� Prior knowledge is important. For learners to acquire something new, it must fit with

what they already know.

 
� Differences between individuals are important to recognize. As well as the

differences in intellectual ability and personality, differences in �cognitive style� or
methods of approach also affect learning.

 
� Learning with understanding is better than learning by rote (without understanding).

Source: After Hartley, 1998: pp.18-19
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Box 2.3.

Principles emphasized in social and phenomenological psychology

These focus on emotions and experience. Knowledge is gained by living, and experience is

defined by �what is in the head� rather than �what is out there�.

Key principles:

� Learning is a natural process. Curious by nature, people have a propensity for learning
and cannot stop.

 
� Social situations affect learning. Learning is rarely an isolated event. The group

atmosphere of learning, whether it is competitive, co-operative, democratic, and valued
by the group will affect the success and satisfaction of learning.

 
� The purposes and goals of learning are important as they provide important

motivators for learning and the setting of future goals.

 
� Choice, relevance and responsibility are important factors in learning. Learning is

enhanced when material for learning is personally relevant and when learners are
responsible for their own learning. Significant learning only takes place when learners
choose what they want to learn, how they want to learn it, and when they want to learn it
(Holt, 1982).

 
� Learning best takes place in a realistic setting rather than in abstract and

decontextualized situations.

 
� Individuals and groups of people are key sources of knowledge.

 
� Discussions which emphasize meaningful explanations about learning are

important.

 
� Self-assessment is an important skill.

 
� Learning involves conceptual changes, not just the acquisition of new knowledge.

 
� Anxiety and emotion affect learning. Learning is not just a cognitive process. Learning

that involves emotion as well as intellect is often the most lasting and pervasive.

Source: After Hartley, 1998: pp.20-21
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2.5. Individual differences and learning styles
Boxes 2.1 to 2.3 provide a comprehensive list of learning principles. The

significance of individual differences and learning styles is worth emphasizing, as

it is a particularly important issue in adult education.

It has long been apparent to teachers, educators and observers that adults differ in

how they go about certain activities associated with learning. There are differences

in how people think, and in how people process information. Some people prefer

to �get the big picture� of the subject first, and then build towards full

understanding. Others prefer to begin with details and examples. The �big picture�

emerges in the process. Likewise, some people prefer theory before practice, while

others prefer to attach theory to experience (Smith, 1983).

Learners are often categorized more formally as either �activists�, �reflectors�,

�theorists�, or �pragmatists� according to their learning styles and approaches to

problem-solving. Shaw (2000) profiles these as follows:

The activist:

• faces the challenge of a new problem;

• �gets stuck in�, has a go and tries things out;

• enjoys excitement, dramas and crises;

• enjoys the �limelight�; and

• generates ideas and solves problems as part of a team.

Activists, therefore, will have creative ideas and will not necessarily be held back

by practical considerations. They will respond well to new and novel ideas,

complete tasks with instant rewards which make them good �starters�. They will

be sociable working in a team and force working relationships which may develop

into friendships. On the other hand, they may be overpowering in a group and

make others feel inferior. Their interest in problems and analysis tend to be

limited which can make them poor �finishers�.
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The reflector:

• likes to stand back from, observe and consider problems;

• prefers time to think before taking action;

• will carry out research to gather relevant information pertaining to the problem;

and

• communicates best when dialogue takes place within a structured environment.

Reflectors think first and then act, and so can be tactful and sensitive in group

situations. They are good observers and, with consideration, are able to make

sound evaluations. Decisions are likely to be well researched and resulting actions

appropriate. Reflectors take time, however, limiting opportunities for trying out

alternative ideas. They may be intimidated by activists who, enjoying the

limelight, are quick to pick up and drop their ideas.

The theorist:

• likes to explore systems, theories and concepts;

• questions methodology and appreciates difficult and searching questions;

• likes a clear purpose, is rational and logical in approach to problems; and

• will pursue interesting ideas, even though they may not appear to be

immediately relevant.

Theorists gain understanding by studying in detail. They are able to evaluate by

analysis and make predictions from their knowledge. Decisions will be based on

reason and logic rather than emotions and feelings. They can, however, pay too

much attention to detail and not empathize with people of lesser intellectual

ability. They would not join in a group unless they knew what they were doing and

why.
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The pragmatist:

• sees the links between the subject matter and a problem;

• will follow instructions when there are obvious practical benefits;

• will respond to coaching and feedback;

• enjoys �real� problems; and

• concentrates on practical issues and develops action plans which lead to an

obvious goal.

Pragmatists are well prepared, practical and reliable, and are always looking for

improvements and better working practices. Understanding the practical before

becoming involved, however, can be limiting.

Few people, of course, fall wholly within any of the four groups described above.

Most can, at times, display tendencies from all groups. There are personality tests

available which attempt to determine to what extent an individual is either an

activist, reflector, theorist or pragmatist. Nevertheless, consideration of these

tendencies as groups is a potent reminder of the diversity of the human personality

in respect to both problem solving specifically, and learning in general.

2.6. Adult education
The theories and principles of learning, individual differences and learning styles

have clear implications for adult education. Before discussing these, however, it is

worth establishing what is meant by �adult education� within the context of this

research.

2.6.1 What is adult education?

The term �adult education� is generally used in three ways. Firstly, it is used to

describe a process through which people continue to learn after formal schooling

ceases and which may take various forms.  The second is to refer to the organized



21

activities that institutions and agencies provide for adults. The third is to convey

the idea of a field of social practice (Smith, 1983).

Other terms such as �continuing education� and �lifelong learning� are often used

instead of �adult education� which can carry negative connotations of remedial

activity in, for example, literacy and numeracy. Throughout this research,

however, �adult education� refers to positive educational activities which prepare

professionals for career development. The term �adult�, in itself, is a broad one

and refers here to anyone who has assumed the general responsibilities associated

with adulthood, such as working or parenting, or who is simply responsible for his

or her own life. This usually means anyone over the age of eighteen.

2.6.2 Four characteristics of adult learners

The literature concerning adult education contains much information about the

nature of adult learners, how they differ from children and teenagers as learners

and the implications of this in practice.

Smith (1983: pp.38-47) describes four critical key characteristics of adult learners:

• They have a different orientation to education and learning.

• They have an �accumulation of experience�.

• They display �special development trends�.

• They are �anxious and ambivalent� about learning.

2.6.2.1 Orientation to education and learning

Most children growing up in the West usually spend their time at play or at school.

Adults, on the other hand, have multiple tasks, responsibilities and opportunities.

They are free to choose to participate in education and bring with them a special

orientation to learning that arises out of their perception of time as finite. Kidd

(1973: p.48) describes their condition in this way:
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 �Adults have more stable interests and a different perception of time. They

are able to internalize long-range goals and work toward them over a period

of time. On the other hand, many adults, as well as youth, live in the here

and now and will seldom work toward distant goals unless they themselves

have a commitment to these goals. To the old, what time is left may appear

very short, and to be valued rather than spent�

For an adult, more than for a child, the investment of time in an activity may

be as important a decision as the investment of money or effort.�

According to Kidd (1973: p.49), the perception of life as an �ever-increasing past,

a fleeting, pressured present, and a finite future� may drive adults towards or away

from education. It exerts pressure for resolving conflicts and solving problems but

it also �involves conflicting concerns, needs and desires which can become

essential content in the learning process.�

2.6.2.2 Accumulation of experience

Adults approach education with experience unavailable to the child. Furthermore,

�much of this experience is qualitatively different to that of children. It derives

from a wide range of roles and responsibilities. � The accumulated experience

usually includes many events of impact and stress. Adults are apt to have the

foundation of their lives stripped away from time to time.� (Smith, 1983: p.40).

Davis and McCallon, (1975: p.26) describe this process in this way:

�The college dorm is not the same as the room back home. Leisurely

afternoons are burned away by the new born baby. Jobs are lost. Parents die.

Ideals are tarnished. Divorces occur. Bodies don�t perform as they once did.

Children leave home. The stock market crashes. Responsibilities are taken

away. Retirement becomes mandatory. Mates die and leave them alone.�
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Despite the many similarities in adult roles and responsibilities, Smith notes that

the sum of each person�s experiences leads to differences in values and beliefs and

in ways of reacting to new information. Knox (1977) observes that representative

samples of adults in their fifties are more varied in learning ability than

representative samples of those in their twenties. Although the members of the

groups appear to be quite similar, they are actually more heterogeneous than a

group of children. That adults are in many ways unique affects preferences for

modes of learning and learning environments which partly forms the basis for the

learning style concept described above.

The significant role of past experience in the learning process of adults is clear to

see from these observations. Ausubel (1968) maintains that it is what the learner

already knows that is the most important factor which influences learning.

Brundage and MacKeracher (1980: pp.32-33) summarize what happens in the

adult learning process:

�Past experience � determines what information will be selected for further

attention and how it will be interpreted; and determines what meanings,

values, strategies, and skills will be employed first. If these are found to be

suitable, new learning will proceed efficiently and productively. If these are

found to be unsuitable, the adult will first search back through all previous

experience for some suitable material which can be applied indirectly. If

nothing can be found, the adult is faced with a considerable challenge: to

acknowledge the inadequacy of meanings, values, and strategies.�

If this challenge is too difficult for the learner to confront, then the learner may

well reject the �validity, value and necessity of learning anything� (ibid.). Past

experience, therefore, whilst it can be the base for new learning, can also be an

obstacle which discourages learning. Smith (1983) believes that it often requires

�unlearning�: i.e.  helping adults to examine established meanings, values, skills



24

and strengths, and to proceed to a new awareness and to new insight about

themselves as learners.

Smith (1983: p.42) also notes that there is an additional effect of the adults

accumulation of experience which is �to make adult learners themselves very

important resources for learning. They can often direct their own learning and

learn a great deal from each other.�

2.6.2.3 Special development trends

Here, the term �development� refers to changes in personal characteristics and

attitudes. Studies in adult development have revealed that adults pass through

developmental phases that are different from those experienced by pre-adults.

During periods of transition following major life changes, for example, adults can

appear receptive to education and learning related to reassessing personal goals,

reasserting themselves as valued members of society, and reconfirming self-

esteem (Smith, 1983: p.43). Aslanian and Brickell (1980) sampled 2000 people

over the age of twenty-five and found 83 per cent of them learning in order to

cope with a life change. According to Smith, periods of transition trigger learning

in three major ways:

1.  A change in life circumstances which occurs unexpectedly may require

learning in order to adapt to the new situation.

 

2.  Slower transitions may allow more comfortable accommodation to change by

stimulating learning as the transition occurs.

 

3.  After a period of life review, adults may choose to make changes and prepare

for these through anticipatory learning (McCoy, 1980: p.76).
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2.6.2.4 Anxiety and ambivalence about learning

Adults typically confront educational opportunity and participate in learning with

mixed feelings and even with fear (Smith, 1983). Life changes produce stress

which can be harmful in excess. Learning itself is an active process, and there may

be some discomfort, even pain, in giving up that which has become comfortable.

Learning can demand a �temporary surrender of security� (Sheehy, 1976). Even

when the decision to engage in learning is voluntary, changes in thoughts,

attitudes and values can induce anxiety which may be exaggerated by doubts about

learning potential and ability. Knox (1977) notes that capacities tend to be

underestimated and underused.

During a period of crisis when the ego is already under stress, fear and anxiety

may be highest (Smith, 1983). A major effect of anxiety is distraction from the

learning tasks because our faculties are put to work mobilizing personal defences

(McKinley, 1978). When stress is high, adults can find it difficult to communicate

in learning situations, some displaying �high oral communication apprehension�

and try to avoid oral communication altogether (McCrosky and Anderson, 1976).

An area of ambivalence which affects education and learning concerns autonomy.

Adults have deep-seated needs to move toward autonomy and self-direction.

Normal adult development involves a gradual increase in personal willingness to

take responsibility for guiding one�s life based on values and ideas chosen by

oneself (Fales and Greey, 1981). As adults strive for independence, however, there

is also a need for approval and support of others. Smith (1983: p.45) observes that

when adult learners have too little autonomy, �their dignity can be affronted, their

motivation inhibited and their pleasure in learning stifled. But learners suddenly

confronted with more responsibility for their own learning than they expected, or

are used to, usually respond with anxiety, and sometimes withdrawal.�
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2.6.3 Optimum conditions for adult learning

Learners, therefore, require a learning environment that minimizes anxiety and

fosters confidence. While some tension is normal, even desirable for seeking out

learning potential and stimulating personal challenges, there is also a need to

avoid extreme stress which can produce negative effects. Smith (1983) cites six

optimum conditions for learning which are of particular relevance to adult

learners. These are presented in Box 2.4.

Box 2.4. Optimum conditions for learning

Adults learn best when these six conditions are met:

1. They feel the need to learn and have input into what, why, and how they will learn.

2. The content and processes of learning bear a perceived and meaningful relationship to

past experience and experience is used as a resource for learning.

3. What is to be learned relates to the individual�s developmental changes and life tasks.

4. The amount of autonomy exercised by the learner is congruent with that required by the

mode or method of learning.

5. They learn in a climate that minimizes anxiety and encourages freedom to experiment.

6. Their learning styles are taken into account.

Source: Smith, 1983: pp.47-49

2.7. �The professional� as adult learner
It is clear that adults learn in different ways to pre-adults, but they also learn in

different ways to each other, depending on the amount and nature of their

experience.

The most obvious way of classifying adult learning groups is by age. Common

divisions are: early adulthood: 18 to 39; middle adulthood: 40 to 59; and later
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adulthood: 60 upwards. Smith (1983), however, describes four �special

populations� which do not necessarily correspond with these age groups. These

populations are �the undereducated; those returning to college; the professional;

and the older person�.

Definition and analysis of the �professional� as adult learner  is given here, as this

population is the focus of the research reported and discussed in Part II.

Smith (1983: pp.51-52) believes that professional people are likely to have

relatively high incomes, access to resources, and a variety of life-styles. He

suggests that they are most likely as a group to continue their education; they are

better established in their communities; and they are more mobile, and more

confident in their abilities (including the ability to learn) than a cross-section of

the general population. He also observes that they feel heavily pressed for time, as

their careers absorb a great deal of their time and energy. Pre-professional

education may have left professional learners ill-equipped as a result of its

emphasis on authoritative presentation of information, and encouragement of

dependency relationships with teachers.

Smith also argues that while few professionals doubt their own learning ability,

their participation and learning are affected by the need to avoid revealing

professional competence in public. With regard to the role of experience in

learning, the professional possesses a technical vocabulary and specialized frames

of reference for relating new information to old. That same experience base can be

a handicap in learning for other than job-related purposes.

Smith believes the professional can be expected to have adequate levels of

cognitive development for most learning endeavours, but when it comes to

involving professionals in planning and evaluative processes, obstacles arise.

These learners are usually capable of meaningful involvement, but they may feel

that time pressures and the need for precise, problem-centred information make it
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necessary for authorities to diagnose needs, set the objectives, and determine the

learning activities for continuing education programmes.

So professionals tend to be in possession of the tools for learning, to undertake

considerable learning on their own, but are wary of opportunities for input into

processes, especially where job-related learning is concerned. Collaborative

learning is not as appealing (and perhaps appropriate) for them as the traditional

and self-directed modes.

The following chapter looks at these ideas in more detail, focusing on the learning

requirements of the �international development professional�.
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Chapter 3

International Development and
Distance Learning

3.1. Introduction
This chapter examines the ways in which self-directed modes of learning, and in

particular distance learning, can support the education and training needs of the

professional adult as described in the previous chapter. It focuses on the needs of

professionals whose work is involved with development in low- and middle-

income countries.

The chapter begins with a discussion of the goal of international development and

the need for education and training to realize this goal. It describes conventional

teaching methods, and goes on to outline the distance learning alternative and the

benefits and problems of this approach. It also examines ways of delivering

distance learning programmes, focusing in particular on print-based materials. The

chapter concludes with an examination of some of the ways in which distance

learning is being used in low- and middle-income countries, especially in

engineering and infrastructure development.

3.2. The goal of international development
Internationally agreed targets have been set to halve the proportion of people

living in abject poverty by 2015, together with associated targets including

universal access to primary education and basic education by the same date

(DFID, 1998).
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However optimistic these targets may appear, the goal of international

development to improve the health, well-being and livelihood opportunities of the

world�s poorest communities is, nevertheless, a common aspiration. Realizing this

aspiration depends, to a large extent, on the successful implementation of

sustainable development projects and programmes. This requires collaboration

across a range of professions, and the formation of partnerships between

governments, the private sector and civil society (ibid.).

3.3. The education and training needs of development 
professionals

There continues to be a clear need for education and training to support

development initiatives at all levels, not least for the practitioners who bridge the

gap between communities and external support agencies (see Figure 3.1). It is

education and training at this level, with a particular emphasis on the provision of

infrastructure, which is considered here, but it should be emphasised that

education and training at all levels is essential for development to be effective and

sustainable.

Figure 3.1.  A role for education and training in supporting development

Source: Smout, 1996



31

The primary aims of education and training are to encourage learning and to

advance understanding. For development professionals concerned with planning,

providing and managing physical infrastructure, this means upgrading knowledge,

skills and attitudes necessary to enable them to become technically competent,

managerially skilled, consumer and community aware, environmentally sensitive

and commercially adept (Franceys, 1996). They also require recognition of their

experience, status and individual needs; a learning environment which provides

support and reinforces motivation; and an award of academic qualifications which

enhances their career prospects (ibid.).

Progressive academic institutions understand the principles of learning as outlined

in Chapter 1, and recognize that choice and flexibility of education and training

programmes best serves the needs of development professionals. These

programmes can range from short, intensive courses to longer programmes at

graduate and postgraduate levels. Teaching methods may be varied, and include

lectures and presentations; interactive teaching; group work; case studies and

simulations; practical work; and the preparation of individual research projects.

All these can encourage participants to apply new thinking from their courses to

their work situations, and develop analytical skills and new attitudes which are

essential for lasting change (Smout, 1996).

3.4. Meeting education and training needs:
The distance learning alternative

Distance learning is an alternative means of reaching out to potential learners who

have the education and training needs described above, but who are not able to

attend conventional programmes. The following discussion presents the benefits

and the problems of this approach, beginning with a definition of what is meant by

�distance learning� within the context of this thesis.
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3.4.1 A definition of distance learning

Rowntree (1990; 1994) offers the most appropriate definition, describing distance

learning as a form of self-instruction that caters for learners who are learning,

quite literally, at a distance   i.e. those who will not be in regular contact with

the teachers who design the courses. Correspondence education is a typical

example of distance learning. Other examples include the use of materials �on-

site� (sometimes collectively with other learners) such as on the premises of an

institution sponsoring the course. This is often referred to as �flexible learning�,

�open learning� or �mixed-mode learning�.

On-site distance learners may still see little or nothing of the developers of the

course but may have the advantage of meeting with colleagues and perhaps a tutor

or adviser. Willis (1993) also notes that, at its most basic level, distance education

takes place when teacher and student are separated by physical distance, but that it

can also take place �in concert with face-to-face communication�. There is also the

�non-physical� concept of distance, however, which refers to the gap in social and

cultural outlook of particular learning groups.

Whether studying on-site or alone, on-line or from paper-based materials, all

distance learners rely heavily on specially prepared materials, i.e. instruction

which is pre-planned and pre-packaged (Rowntree, 1990).

3.4.2 Educational implications

From an educational perspective (as opposed to administrative or logistical

perspectives), there are both benefits and problems associated with learning at a

distance. These are closely related to the principles of learning outlined in Chapter

2, and concern learners and programme developers and tutors alike. The following

discussion highlights some of the main issues.
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3.4.2.1 Meeting specific needs

Meeting the education and training needs of students is the cornerstone of every

effective education and training programme, including distance learning

programmes. Regardless of the educational context, the primary role of the student

is to learn. This is a daunting and complex task under the best of circumstances,

requiring motivation, planning, and an ability to analyse and apply the

instructional content of the programme. When instruction is delivered at a

distance, additional challenges result because students are often separated from

others sharing their backgrounds and interests.

Willis (1995) notes that it can be more difficult for teachers to meet the specific

needs of distance learners than it is to meet the needs of learners in a classroom

situation because classroom teachers rely on a number of visual and unobtrusive

cues from their students to enhance their delivery of instructional content. He

suggests that a quick glance, for example, reveals who is attentively taking notes,

pondering a difficult concept, or preparing to make a comment. It can be equally

apparent if a student is frustrated, confused, tired, or simply bored. The attentive

teacher consciously and subconsciously receives and analyses these visual cues

and adjusts the course delivery to meet the needs of the class during a particular

session.

In contrast, the distant teacher has few, if any, visual cues. Even with video

conferencing, it is still difficult, according to Willis, to carry on a stimulating

teacher-class discussion when spontaneity is altered by technical requirements.

The teacher might never really know, for example, if students are asleep, talking

among themselves or even in the room.

Nevertheless, research comparing distance education to traditional face-to-face

instruction indicates that teaching and studying at a distance can be as effective as

traditional instruction when the method and technologies used are appropriate to
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the instructional tasks, there is student-to-student interaction, and when there is

timely teacher-to-student feedback (Moore et al., 1990; Verduin and Clark, 1991).

Teaching and learning at a distance are demanding. Learning, however, will be

more meaningful and �deeper� for distant students, if students and their tutors

share responsibility for developing learning goals and objectives; if tutors actively

interact with class members, promote reflection on experience, relate new

information to examples that make sense to learners; and if students maintain their

self-esteem and evaluate what is being learned. This is the challenge and the

opportunity provided by distance education (Willis, 1995).

3.4.2.2 Performance

There is some evidence to suggest that performance of students on project work

and continuous assessment is generally better for distance learning students than

for those on full-time courses. Learners can apply newly-acquired skills to their

work as soon as they are gained which enhances both work performance and

learning because it is focussed on �real-life� scenarios and on the experience of the

learner (Bilham and Gilmour, 1995).

The high-level of interactivity between learner and course material which forms

part of the best examples of distance learning also produces better long-term

retention of knowledge and skills (ibid.). Achievement on various tests

administered by course instructors tends to be higher for distant as opposed to

conventional students (Souder, 1993).

Some research suggests that distance learners bring basic characteristics to their

learning experience which influence their success in coursework. Such learners

are voluntarily seeking further education; have post-secondary education goals

with expectations for higher grades; are highly motivated and self-disciplined; and

are older (Schlosser and Anderson, 1994).
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Other studies conclude that there are a number of factors which determine

successful learning whether or not students are studying at a distance. These

include a willingness to initiate contact with tutors for assistance; having a serious

attitude toward the course or programme; employment in a field where career

advances can be readily achieved by upgrading academic qualifications; and the

previous completion of a university or college degree (Ross and Powell, 1990;

Bernt and Bugbee, 1993).

Taking graduation rates as a measure of success, Young et al. (1991) believe there

is enough evidence to assert that it compares reasonably well with other forms of

part-time education, even though fewer students at distance teaching institutions

successfully complete their courses than those studying face-to-face. Australian

experience suggests that graduation rates for off-campus students studying at a

distance are comparable to those of part-time students studying conventionally on

campus.

3.4.2.3 Group learning

Learners benefit significantly from their involvement in small learning groups.

These groups provide support and encouragement along with extra feedback on

course assignments. Most importantly, groups can foster the feeling that help, if

needed, is readily available (Willis, 1995).

Group learning is generally perceived to be difficult at a distance. Although

distance learners can be encouraged to communicate and learn from one another

by making available names and contact details to all members of the learning

group, simply living in different communities and geographic regions deprives the

teacher and students of a common community link. The opportunities for �multi-

way� communication (as opposed to one-way or two-way communication) are

considerably reduced. Setting up computer user groups may provide some

opportunities for group communication, but this is technology-dependent and

excludes those learners who may not have access to the Internet or other computer
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networks. Besides, the very nature of a �virtual� group differs from that of a

physical group. Less confident members may never contribute to an on-line

discussion. A skilled facilitator of a physical group, on the other hand, is more

likely to encourage contributions from all members. Learning as part of a group is

a motivating force. Without the support of peers, some learners can become

dispirited and even withdraw from a programme of study.

3.4.2.4 Support, feedback and interaction

Although procedures can be put in place to facilitate the smooth administration of

distance learning course applications and enrolment, communication difficulties

can lengthen the time it takes to give and receive feedback. On-site learners are

likely to have more opportunities for in-depth appraisal of their work as it

progresses.

Many learners require support and guidance to make the most of their distance

learning experiences This support typically takes the form of some combination of

student-tutor and student-student interaction (Threlkeld and Brzoska, 1994).

Other research findings concerning the need for interaction have produced some

important guidelines for distance learning tutors:

• Learners value timely feedback regarding course assignments, exams, and

projects (Egan et al., 1991).

 

• Learners are more motivated if they are in frequent contact with the instructor.

More structured contact might be used as a motivational tool (Coldeway et al.,

1980).

 

• Use of on-site facilitators who develop a personal rapport with students and

who are familiar with equipment and other course materials increases student

satisfaction with courses (Burge and Howard, 1990).
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• The use of technologies such as fax machines, computers, and telephones can

also provide learner support and interaction opportunities (Willis, 1995).

3.4.2.5 Flexible study

Distance learning provides opportunities for study for those disadvantaged, not

only by distance, but also by limited time or physical disability. It is a flexible

form of study. The proliferation in recent years of all kinds of distance learning

programmes is proof enough of their appeal. Promotional brochures usually cite

the following in some form as ways of attracting learners to a particular course of

study:

• Flexibility of place means that study is not confined to a particular location.

There is the potential for study to be undertaken anywhere in the world

(WEDC, 2000).

 

• Flexibility of time allows learners to study at the most convenient times of day

or week allowing those in employment to continue in their jobs, and those

engaged in child care to remain with their families (ibid). In view of the home-

based role of many women in developing countries, it is especially appropriate

as a means of education and training (Bilham and Gilmour, 1995).

 

• Flexibility of pace allows learners to control the rate of study, to study part-

time or full-time for example  or to concentrate on particular areas of interest

(WEDC, 2000).

 

• Flexibility of content and delivery. Distance learning tends to be delivered in

a modular form which can allow learners to devise their own programmes of

study based on a range of subjects. This method better accommodates systems

for credit accumulation and transfer (ibid.).
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• Accessibility. Distance learning offers accessible training to students living in

rural areas (ibid.).

 

• Cost-effectiveness. Students may complete their course of study without

suffering the loss of salary due to relocation (ibid.).

3.4.2.6 Learning resources

Although many distance learning programmes provide adequate resources for

learners to undertake a course of study, few will be able to take into account the

full diversity of learners� interests. Access to library resources for some learners

may be difficult and in many cases impossible. Internet-based programmes can

overcome some of these difficulties, but this currently reduces the opportunities of

participation for the many potential learners who live in low- and middle-income

countries.

3.4.2.7 Effective instruction

Good distance teaching practices are fundamentally identical to good conventional

teaching practices. Those factors which influence good instruction are universal

across different environments and populations (Wilkes and Burnham, 1991).

Because distance education and its technologies require extensive planning and

preparation, distance educators must consider the following in order to improve

their effectiveness (Schlosser and Anderson, 1994):

• Extensive pre-planning and formative evaluation is necessary. Distance

learners value instructors who are well prepared and organized (Egan et al.,

1991).

 

• Learners benefit significantly from a well-designed syllabus. Structured note

taking, using tools such as interactive study guides, and the use of visuals and

graphics as part of the syllabus and study outlines contribute to student
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understanding of the course. Such visuals, however, must be tailored to the

characteristics of the medium and to the characteristics of the students (ibid.).

3.4.2.8 Learning how to learn at a distance

The primary role of the student is to learn. Under the best of circumstances, this

challenging task requires motivation, planning, and the ability to analyse and

apply the information being taught. In a distance education setting, the process of

student learning is more complex for several reasons (Schuemer, 1993):

• Many distance-education students are older, have jobs, and families. They must

co-ordinate the different areas of their lives which influence each other � their

families, jobs, spare time, and studies.

 

• Distance learners have a variety of reasons for taking courses. Some students

are interested in obtaining a degree to qualify for a better job. Many take

courses to broaden their education and are not really interested in a formal

qualification.

 

• In distance education, the learner is usually isolated. The motivational factors

arising from the contact or competition with other students is absent. The

student also lacks the immediate support of a teacher who is present and able to

motivate and, if necessary, give attention to actual needs and difficulties that

occur during study.

 

• Distance learners and their tutors often have little in common in terms of

background and day-to-day experiences and it therefore takes longer for

learner-tutor rapport to develop. Without face-to-face contact, distance learners

may feel ill at ease with their tutor as an individual and uncomfortable with

their learning situation.
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New distance learners may have some difficulty determining what the demands of

a course of academic study actually are because they do not have the support of an

immediate peer group, ready access to the instructor, or in some cases, familiarity

with the technology being used for delivery of the distance learning course. They

may be unsure of themselves and their learning. Morgan (1991) suggests that

distance learners who are not confident about their learning tend to concentrate on

memorizing facts and details in order to complete assignments and write exams.

As a result, they end up with a poor understanding of course material. He views

memorization of facts and details as a �surface approach� to learning. Learners

who adopt this approach will focus on the text or instruction itself rather than on

their intended learning outcomes; focus on discrete elements; memorize

information and procedures for tests; associate concepts and facts without

reflection; fail to distinguish principles from evidence, new information from old;

treat assignments as something imposed by the instructor; and focus on the

demands of assignments and exams leading to a knowledge that may be removed

from everyday experience.

According to Morgan (1991), distance learners need to become more selective and

focused in their learning in order to master new information. The focus of their

learning needs to shift them from the surface approach to a �deep approach�.

Learners adopting a deep approach focus on the tutor�s arguments; relate and

distinguish new ideas and previous knowledge; relate concepts to everyday

experience; relate and distinguish evidence and argument; organize and structure

content; and focus on how instructional material relates to everyday reality.

Surface and deep approaches to learning are also reported by Hartley (1998).

Shifting from �surface� to �deep� learning may take some time. Brundage, Keane,

and Mackneson (1993) suggest that adult students and their instructors must face

and overcome a number of challenges before learning takes place including:

becoming and staying responsible for themselves; �owning� their strengths,

desires, skills, and needs; maintaining and increasing self-esteem; relating to
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others; clarifying what is learned; redefining what legitimate knowledge is; and

dealing with content.

3.5. Delivering distance learning
As a result of the Information Technology (IT) revolution of the late twentieth

century, a wide range of technological options are available to developers of

distance learning programmes. They fall into four major categories:

Voice: Instructional audio tools include the interactive technologies of telephone,

audio-conferencing, and short-wave radio. Passive (i.e. one-way) audio tools

include tapes and radio.

Video: Instructional video tools include still images such as slides, pre-produced

moving images (e.g. film, videotape), and real-time moving images combined

with audio-conferencing (one-way or two-way video with two-way audio).

Computer-based: Computer applications for distance education are varied and

include:

• Computer-assisted instruction (CAI) uses the computer as a self-contained

teaching machine to present individual lessons.

 

• Computer-managed instruction (CMI) uses the computer to organize

instruction and track student records and progress. The instruction itself need

not be delivered via a computer, although CAI is often combined with CMI.

 

• Computer-mediated education (CME) describes computer applications that

facilitate the delivery of instruction. Examples include electronic mail, fax,

real-time computer conferencing, and World-Wide Web applications.
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Print: Print-based materials founded distance learning and is the form of delivery

from which all other delivery systems have evolved. Various print formats are

available ranging from textbooks and study guides to workbooks, and case studies

(see Section 3.5.2.3).

3.5.1 Appropriate methods of delivery

Research concerned with appropriate methods of delivering distance learning is

varied. According to Martin and Rainey (1993), no significant difference in

positive attitudes toward course material is apparent between distant and

conventional education. According to Egan, et al. (1991), conventional instruction

is perceived to be better organized and more clearly presented than instruction for

distance education.

Other research indicates that the instructional format itself has little effect on

student achievement as long as the delivery technology is appropriate to the

content being offered and all participants have access to the same technology

(Willis, 1995).

Willis (1995) recognizes that whilst technology can play a key role in the delivery

of distance education, educators must remain focused on instructional outcomes,

not the technology of delivery. The key to effective distance education is focusing

on the needs of the learners, the requirements of the content, and the constraints

faced by the tutor. Typically, he argues, this systematic approach will result in a

mix of media, each serving a specific purpose. For example:

• A strong print component can provide much of the basic instructional content

in the form of a course text, as well as readings, the syllabus, and day-to-day

schedule.
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• Interactive audio or video conferencing can provide real time face-to-face (or

voice-to-voice) interaction. This is also an excellent and cost-effective way to

incorporate guest speakers and content experts.

 

• Computer conferencing or electronic mail can be used to send messages,

assignment feedback, and other targeted communication to one or more class

members. It can also be used to increase interaction among students.

 

• Pre-recorded video tapes can be used to present class lectures and visually-

oriented content.

 

• Fax machines can be used to distribute assignments and last minute

announcements; to receive student assignments; and to provide timely

feedback.

Using this integrated approach, Willis maintains, the educator�s task is to carefully

select among the technological options. The goal is to build a mix of instructional

media, meeting the needs of the learner in a manner that is instructionally effective

and economically prudent.

Whittington (1987) believes that future research should focus on the critical factor

in determining student achievement: i.e. the design of instruction itself.

3.5.2 Print in distance education

The first distance-delivered courses were offered by correspondence study, with

print materials sent and returned to students by mail. While technological

developments have added to the repertoire of tools available to the distance

educator, print continues to be a significant component of all distance education

programmes. There are limitations with print, but also significant advantages

(Willis, 1995).
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3.5.2.1 Limitations of print

• Print presents a limited view of reality. Print, by its reliance on the written

word, offers a vicarious view of reality. Despite the use of excellent sequential

illustrations or photographs, for example, it is impossible to adequately recreate

motion in print.

 

• Print is passive and self-directed. Numerous studies have shown that higher

learner motivation is required to successfully complete print-based courses. To

a certain extent, the passive nature of print can be offset by systematic

instructional design that seeks to stimulate the passive learner. Nevertheless, it

takes more motivation to read a book or work through a written exercise than it

does to watch a television programme or participate in an audio-conference

with an instructor encouraging student participation and response.

 

• Print provides limited feedback and interaction. Without feedback and

interaction, instruction can suffer, regardless of the delivery system. Even with

print materials incorporating feedback mechanisms and interactive exercises, it

is easy for learners to skip to the answer sections.

 

• Print demands high-levels of reading and language skills. Print-based

materials demand a high-level of reading skill, not only to understand subject

specific language, but also to scan large quantities of material for selective

study. Additional difficulties face those learners whose first language differs

from the language in which the materials are written.

3.5.2.2 Advantages of print

• Print is spontaneous. Print materials can be used in any setting without the

need for sophisticated presentation equipment.
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• Print is instructionally transparent. The medium of delivery should enhance,

not compete with, the content for the learner�s attention. If the student reads

well, the print medium is the most transparent instructional medium of all.

 

• Print is non-threatening. Reading is second nature to most professionals. As a

result, they are easily able to focus on the content, without becoming frustrated

by the process of reading itself.

 

• Print is easy to use. Given adequate light, print materials can be used at any

time and at any place without the aid of supplemental resources such as

electricity, a viewing screen, and specially-designed electronic classrooms. The

portability of print is especially important for rural learners with limited access

to advanced technology.

 

• Print is easily reviewed and referenced. Print materials are typically learner-

controlled. As a result, the student rapidly moves through redundant sections,

while focusing on areas demanding additional attention.

 

• Print is cost-effective. Print-based materials are usually cost-effective to

produce and reproduce.

 

• Print is easily edited and revised. Compared with technically-sophisticated

electronic software, print is both easy and inexpensive to edit and revise.

 

• Print is time-effective. When instructional print materials are created, the

developer�s primary focus remains on content concerns, not the technical

requirements of the delivery system.
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3.5.2.3 Formats of print materials

Various print formats are available, including:

• Textbooks. As conventionally delivered courses, textbooks are the basis and

primary source of content for the majority of distance learning courses, and

they are especially important when the learner and the instructor are not in daily

contact.

 

• Study guides. Typically, distance educators use study guides to reinforce

points made during class and through the use of other delivery systems. They

will often include exercises, related readings and additional resources available

to the student.

 

• Workbooks. In a distance education context workbooks are often used to

provide course content in an interactive manner. Typical formats contain an

overview, the content to be covered, one or more exercises or case studies to

elaborate the points being made, and self-assessment tests with answers.

• Case studies. If written imaginatively, case studies are an extremely effective

instructional tool. Case studies are often designed around the limitations of

print and intended to inspire the imagination of students as they place

themselves in particular �real-life� situations. Many case studies present a

content-based scenario. They raise questions, pose alternative solutions, and

then lead students to different sections of the text where the consequences of

the selected alternative are described.

3.5.2.4 Designing instruction for print

As print is largely a one-way communication medium, the challenge is to design

instruction which maximizes the amount of interaction. The following sections are

derived from guidelines drawn from Misanchuk (1994) and Rowntree (1990;

1994).
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Writing style. Instructional materials should use language more like that used for

speaking than for writing journal articles or books. It is best to use the active

voice, personal pronouns, short sentences and familiar examples, and avoid using

compound sentences, excess information, multiple negatives, jargon and

unnecessary and difficult words and cultural and gender stereotyping.

Focusing on content organization before developing content. Prior to content

development, it is essential to create an outline of the material to be covered. Print

materials are often too �wordy� because the author is planning, organizing and

writing at the same time. Instead, it is preferable to organize content based on the

identified goals and objectives. Initially, it is best to focus on systematically and

creatively ordering the flow of topics, rather than �polishing� a finished product.

The end result will be a well-organized content outline from which the written

content will easily flow.

Developing a course introduction. A written course introduction will usually be

the first section a distance learner sees. The course introduction can include

biographical background information about the instructor, a course overview,

course goals and aims, a listing of any textbooks or additional learning materials

that will be needed, and information about assignments, examinations, and

grading.

Staying with a consistent format. Learner anxiety with the unknown can be

reduced through consistency in instructional presentation. It is essential to develop

an effective format and organizational scheme and then to �stick with it�. Headings

and subheadings will visually guide the reader through the material.

Using advance organizers. Advance organizers are a means of connecting new

material with a learner�s prior knowledge and cognitive structure. They should be

of a more general and abstract character than the learning matter that follows and

help the learner to relate different parts and concepts of teaching material to each
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other. It is best to place the most general and comprehensive ideas at the

beginning of a lesson and progress to more structured and detailed information.

Using examples and analogies. In a traditional classroom, teachers spontaneously

provide examples and analogies to illustrate a point that students are having

difficulty understanding. Because distant students and their teachers may not have

this type of interaction, including a number of good examples and analogies in

print-based materials will be helpful. These examples should address the various

cultural groups, ages and experiences of the students.

Including questions. Questions in print material can stimulate the learner to be

more active and to deal more intensively with the learning matter. Questions that

aim at understanding rather than merely reproduction and memorization of facts

are preferable.

Adding a table of contents. A detailed table of contents can help the learner to

quickly refer to the appropriate section.

Incorporating a glossary of terms. A glossary summarizes all the new, often

technical terminology encountered in a document. It may be helpful to delineate

glossary entries in the instructional material by putting them in boldface type.

 

3.6. Distance learning in low- and middle-income countries

3.6.1 History and background

Young et al. (1991) present a comprehensive review covering the use of distance

learning for mass education in low- and middle income countries. In the second

edition of Distance Teaching for the Third World, Young et al. describe the

process of proliferation of distance learning institutions throughout the world.
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Founded in 1969, the British Open University was one of the first and has evolved

to become a respected partner of its conventional �sister� universities.

�The idea was infectious, even as the world�s economy was moving to

recession. Open universities were established in Costa Rica and Venezuala,

in Indonesia, Thailand and Japan, in Iran before the fall of the Shah and in

Spain after the death of Franco. The People�s Open University established

by Bhutto in Pakistan became the Allama Iqbal Open University under Zia,

survived the change and continues today. The Chinese Television University

looks like being the largest educational institution in the world.�

(Young et al., 1991: pp.2)

Young et al. believe the existence of these distance learning institutions has

changed the �ecology� of distance education, the biggest change being one of

scale. By 1991, The British Open University had become the country�s second

largest university. The Indonesian Open University had enrolled 65,000 students

after a start-up period of only nine months.

The dramatic expansion of distance learning in developing countries was only due

in part to the example of the British Open University. It was also a response to

demand. The first Vice-Chancellor of the (then) People�s Open University in

Pakistan saw the university as �

 �� entrusted  with the task of serving the whole country and all categories

of people � its clientele are the masses. It rejects the elitist view that only a

selected class of people can benefit from higher education � that for any

real learning to take place people have to be secluded behind the walls of

educational institutions and pursue a rigidly structured curriculum. �

Education for skilled labour, technicians and other occupations in business,

industry and agriculture has mostly been ignored by the formal education
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system. The People�s Open University will give high priority to the

occupational education of farmers, industrial workers and craftsmen.�

(Zaki, 1975 in Young et al., 1991: pp.2)

For Zaki, as for others, distance education offered the chance to respond to public

demand, to seek greater equity in education and to meet the needs for trained

manpower. Different institutions have given varying emphasis to these three aims,

but those in low- and middle-income countries have one thing in common: their

students tend to be young. While in the North, distance teaching institutions have

largely recruited students from adults seeking second-chance education, those in

the South have to great a extent recruited from school-leavers who could not get to

a full-time, conventional university (Young et al., 1991).

While the large countries of Asia established open universities as a national

response to demands from a large population, African countries have operated on

a more modest scale. The universities of Lagos, Nairobi and Zambia, for example,

have distance teaching departments. Regional universities of the South Pacific and

the West Indies have distance teaching units which are of particular significance

for their scattered communities (ibid.).

3.6.2 Distance learning in engineering

An increasing number of distance learning programmes are concerned with

international development. The particular focus of Part II is infrastructure

development. This section reviews distance learning in engineering drawn from a

report of the former Overseas Development Administration (ODA), now the

Department for International Development (DFID) of the British Government.

In their report Distance Education in Engineering for Developing Countries,

Bilham and Gilmour (1995) note that in developing and emerging countries where

economic development is of fundamental importance, training for industrial
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growth is essential. Consequently, the initial education and the continuing

professional development of engineers at all levels is paramount.

The report summarizes the findings of a major study carried out during 1994

involving a survey of the current provision of engineering distance education from

the major providing countries. The study identified around 5,000 engineering

distance education courses and 122 organizations listed in the UK as providers of

engineering courses. Although the report does not identify those courses or

programmes specifically designed to support development projects and

programmes per se, it does focus on three countries, the Czech Republic, Sri

Lanka and Zimbabwe. These case studies provide a useful insight into the

important issues which relate to distance learning and development across a

number of different sectors.

The study found that the issues related to engineering distance education were

different in kind from non-technical education and could not easily be explained

by text. The study also found a universal need in all three countries for updating in

engineering, although the extent, level, subjects and immediacy of the need varied

depending on the country.

The report also recognised that at the professional engineering level, numbers in

individual countries requiring updating in any specific subject are smaller, so that

the economies of scale brought about by distance education are less advantageous.

In these cases, and where the training requirement is common, the report

recommended that specialist courses should be produced or adapted and used to

serve more than one country and that it would almost certainly be more cost-

effective to buy in existing distance learning courses where possible. It also

concluded that student support would be fundamental and where possible there

should be a local tutor.
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3.6.3 The WEDC distance learning programme

Bilham and Gilmour (1995) recognised that in the water engineering sector in

Zimbabwe, distance learning could play a crucial role in providing necessary

training at postgraduate level. At the same time there was recognition at the

Water, Engineering and Development Centre (WEDC) that distance learning

could play a wider role in international development taking account of the multi-

disciplinary nature of development and the range of new skills required of

development professionals. Following the example of Wye College which

provides courses for the agricultural management sector, WEDC has developed

five postgraduate modules for the water and environment sectors, with a particular

emphasis on appropriate technology and management for infrastructure

development in low-income communities. Additional modules leading to the

accreditation of a MSc programme in Water and Environmental Management are

planned.

3.6.4 The Global Distance Learning Network

The World Bank is currently in the process of establishing the Global Distance

Learning Network (GDLN) intended to build on the World Bank Learning

Network (WBLN) which has been in development since 1977. The WBLN uses

interactive video, the Internet, and print media to facilitate the use of distance

learning courses, teleseminars and special events from electronic classrooms in

Washington DC. The World Bank�s field offices now also serve as distance

learning centres. In the long-term, it is intended the GDLN Distance Learning

Centers will be owned and operated by training and educational institutions,

independent of the Bank (World Bank, 2000).
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Chapter 4

Information Design for
Self-Instruction

4.1. Introduction
Information design is a broad discipline which impacts on many aspects of public

life. Operation instructions for machinery, domestic appliances, road signs, maps

and transport timetables are just a few examples of items which demand the

professional attention of information designers.

One of the primary concerns of this research is the application of information

design to instructional texts for learning  particularly distance learning for the

development professional profiled in the previous chapters.

Chapter 4 defines what is meant by design for instruction and presents a review of

the literature. Research into information design is carried out for many different

reasons, which largely depend on the application of the design. Although this

review is derived from literature concerning the design of paper-based learning

materials, other research is referred to as appropriate. All of the literature

considered here relates to materials which are printed in English.

4.2. Design and graphic design
Here, and in subsequent chapters, �design� refers to both the structure of

information and its visual characteristics. The more specific term �graphic design�

(or �page design�) refers to visual characteristics only.
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The structure of information and how it looks, however, are closely linked. Figure

4.1 presents an overview of the process of designing a distance learning

programme.

Figure 4.1. An overview of the process of designing a distance learning 
programme
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4.3. The structure of information
There has been a great deal of research undertaken concerning ways of organizing

instructional text which reveals the underlying structure of the information it

contains (Frase and Schwartz, 1979; Hartley, 1981; 1982). The premise for this

research is that any layout that reveals structure will aid comprehension.

4.3.1 Chunking

Some research has concentrated on the effect of printing text so that each line

contains only one meaningful unit. This is usually referred to as �chunking�

(Kempson and Moore, 1994), and is an extension of the notion of �sense-lining�

 a practice of printing each sentence or clause as a separate line rather than

formatting text into a block without reference to its meaning. Sense-lining and

chunking are usually reserved for reading literary works out aloud but has been

seen to aid comprehension of other (particularly educational) texts.

Keenan (1984), however, suggests that the effects on legibility of variable line

length that result from chunking counteracts the increase in comprehension.

4.3.2 Headings

There is considerable evidence to show that the use of headings to reveal the

structure of information improves comprehension (Wright, 1979; Stark, 1988).

Charrow and Redish, (1980) also note that the appropriate use of headings

increases the likelihood of text being read in the first instance.

The value of headings depend on their position, their content and the way in which

they are signalled (Wright, 1979). According to Hartley and Trueman (1983;

1985), neither the position (in the margin or embedded in the text) nor the nature

of a heading (a statement as opposed to a question) had any effect on the retrieval

of information. This seems to contradict the findings of Campbell Keagan Ltd

(1990), where headings printed in the margin as white text in a black block made
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pages of text look easier to read, and made it simpler to locate specific sections of

the text.

On occasions when  it is important to indicate the sequence of headings, Lefrere et

al. (1983) found that numbers were preferable to letters.

Poor designs which make it difficult to distinguish between headings seem to

encourage skip reading (Campbell Keagan Ltd, 1990).

Swarts et al. (1980) demonstrated that inaccurate, incomplete or vague headings

hindered readers who were looking for specific information in a text. This led

Swarts et al. to conclude that effective headings are accurate, specific and focused

on the reader�s needs and goals.

4.3.3 Contents pages and indexes

Kempson and Moore (1994) maintain that contents pages make long documents

more usable. Even though the initial impressions given by detailed contents pages

are more off-putting than simpler ones, they ultimately make long documents

easier to use (MIL Research Ltd, 1986a). Similarly, comprehensive and easy-to-

use indexes increased the use of public documents (MIL Research Ltd, 1986b).

According to FDS Ltd (1986), the poor indexing of UK Inland Revenue

publications was one of the main reasons why solicitors and accountants preferred

to use commercial publications.

4.4. Page design
The overall appearance of a document plays a critical part in its impact,

acceptability and ease of use (Kempson and Moore, 1994). Readers� subjective

assessments of the complexity of the content of information; their willingness to

attempt particular tasks; and their impression of the value of the information is all

influenced by the way in which information is visually presented (Reynolds,
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1984). This section summarises research into the various aspects of page design.

The presentation of type (typography), page layout, colour and graphics are all

interacting aspects of page design (see Figure 4.1). Table 4.1 lists the main

features of typography and page layout.

Table 4.1. Main features of typography and page layout

Typography Page layout

� Typefaces/fonts

� Typestyle

� Leading

� Type size

� Letter spacing

� Word spacing

� Text alignment

� Hyphenation

� Legibility

� Page orientation

� Columns

� Headings

� Margins and �white space�

4.4.1 Legibility and typography

Legibility is one of the prime concerns of  information designers. Reynolds (1984)

presents guidelines on legibility and typography. She broadly defines legibility as

�those factors which may influence the ease, speed and accuracy with which

information can be read.�

There is much research available concerning the legibility of text. The first studies

were conducted in the early nineteenth century, although it was not until the

beginning of the twentieth century that systematic investigations into the effects of

design variables on reading performance were undertaken. Until relatively

recently, most studies have been concerned with the design of continuous text

which was traditionally typeset. These studies have identified a number of basic

design factors which influence reading performance and have confirmed the value

of many of the printer�s traditional design practices (Reynolds, 1984). Today,

however, alternative and cheaper methods of producing, printing and
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disseminating information  no longer exclusive to the design profession and

printing industry   present additional reasons for investigating aspects of page

design. With phototypesetting, for example, c h a r a c t e r  s p a c i n g  c a n  b e

v a r i e d  a t  w i l l ;  fonts can be enlarged, condensed, italicized or changed in

weight with ease; and blocks of text can be manipulated in numerous ways. The

effect on legibility and understanding of this revolution in publishing continues to

be a subject of research.

Some of this research, however, is already obsolete. At the time of publication of

Reynolds� guidelines in 1984 (which centred on the legibility of printed scientific

and technical information), early versions of word-processing software were

frequently used to provide camera-ready copy for offset-litho printing. Research

into the legibility of dot-matrix copy, for example, has little significance in the

current, new age of inkjet and laser printers. Other research (e.g. Tinker, 1963)

whilst valid, is focused on detailed aspects of legibility such as character

formation. The following is a discussion of research into features of typography

and typesetting which are of particular relevance to the design of distance learning

materials.

4.4.1.1 Upper versus lower case letters

It is generally accepted that text printed in lower case with few initial capital

letters is easier to read than capital letters only (Kempson and Moore, 1994). This

conclusion confirms the view of Spencer, et al. (1973) that lower case letters with

their distinctive ascenders and descenders are generally more legible than their

corresponding capitals (Reynolds, 1984).

In Wright's study (1979), lower case vertical typefaces with few capital letters

were the easiest to read; the overuse of capital letters slowed readers down. In

Wheildon�s study (1984), fewer than one in ten adult volunteers found printed

capital letters easier to read. Headlines in capitals were also found to be less

legible than those set in lower case.
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These studies all build upon the earlier conclusions of Tinker (1963) who found

that all capital printing markedly reduced the speed of reading continuous text.

Reductions of 13.9 per cent over a twenty minute reading period were recorded.

This was thought to be due, in part, to words in lower case having more distinctive

shapes than words in capitals and were therefore deemed easier to recognise.

Reynolds (1988) also notes that text set entirely in capitals occupies 40 to 45 per

cent more space than text in lower case of the same body size.

Under exceptional circumstances, however, where small type sizes approach the

threshold of legibility, capital letters were found to be easier to discriminate than

corresponding lower case letters (Tinker, 1963).

4.4.1.2 Typeface

The relative legibility of serif and sans-serif faces (e.g. Helvetica) has also been the

subject of research with conflicting results. Serifs (e.g. Times Roman) have been

thought to contribute to the individuality of letters and to the coherent formation

of words, also helping to guide the eye along each line. Such claims have not been

conclusively proved, however, and it appears that differences in legibility in

favour of serifs may be due to familiarity rather than any intrinsic superiority

(Reynolds, 1984).

Under laboratory conditions as set up by Suen and Komoda (1986), sans serif

fonts were slightly more legible than serif fonts. There is also some evidence to

suggest that sans-serif faces are more legible for children and poor vision readers

(Reynolds, 1984).

4.4.1.3 Character size

For general readership, the ideal size for hand-held text is between 9 and 12 point

(3mm to 4mm in height) where the optimum size is likely to be 10 or 11 point

(Tinker, 1963). Speed of reading tends to be slower outside the range of 6 to 12

point. Though it may be true to say that type size has more effect on legibility than
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any other single typographic factor, readability is also determined by other critical

factors such as content, length of line, and spacing between the lines (leading)

(Wright, 1979; Reynolds, 1984).

According to Tinker (1963), type sizes larger than 14 point reduce the number of

characters which can be perceived at each fixation. According to Vanderplas and

Vanderplas (1980), however, the speed of reading of elderly people increases as

the typesize increases, although there is no significant increase in reading speed

over 14 point.

4.4.1.4 Type style, weight and underlining

There is overwhelming evidence to suggest that italics should not be used for

large bodies of text. 96 per cent prefer Roman lower case (Tinker, 1963). This

may be because the use of italics for more than a few words slows readers down

(Wright, 1979). Wheildon (1984), however, claims that text in italics does not

affect levels of comprehension.

Speed of reading tests have not revealed differences between bold and medium

type, but 70 per cent of readers preferred the latter (Tinker, 1963). Others note that

the use of bold type reduces comprehension and causes fatigue (Wright, 1979;

Wheildon, 1984). This suggests that bold type should only be used for emphasis

and not for continuous text (Reynolds, 1984).

A study by Hartley et al. (1980) found that both immediately, and in the long-term

(a week later), recall was significantly better in children who had studied

underlined text and that this result was not obtained at the expense of other items

of information in the text.

There appears to be little evidence comparing the effectiveness of bold type with

underlined text. Kempson and Moore (1984) note that most people believe



61

intuitively that underlining words or phrases in a text helps in learning or

absorbing text and that bold type is, in effect, the printer�s equivalent.

4.4.1.5 Reversed type

Reynolds (1984) does not recommend the use of negative images (white type on a

dark background) as the irradiation which occurs around the edges of bright

images viewed against a dark background will tend to blur and thicken the type.

Tinker (1963) demonstrates that in a normal reading situation black print on a

white background is over ten per cent more efficient than white on black. Spencer

et al. (1977) found paper opacity to be an important factor, noting that the �show

through� of print on subsequent pages which occurs with papers of low opacity 

and exacerbated by type reversed out of blocks  can reduce legibility markedly.

4.4.1.6 Numerals

Numerals, like letters vary in legibility. Tests of modern and old style numerals

showed that old style numerals which vary in height and alignment were more

easily recognized at a distance that modern numerals which are all of the same

height, but in normal reading situations the two kinds of numerals were read

equally fast and with equal accuracy (Tinker, 1963). Arabic numerals (e.g. 3, 4, 5)

are read significantly faster and more accurately than Roman numerals (e.g. iii, iv,

v). The differences are so marked, particularly for numbers greater than ten, that

there can be little justification for using Roman numerals in most cases (ibid.).

4.4.1.7 Text alignment and hyphenation

Wright (1979) suggests that people read faster when reading unjustified text than

when reading text where the right-hand edge has been aligned vertically.

Wheildon (1984), however, found the opposite to be true for adult readers of

public documents. Gregory and Poulton (1970) concluded that less skilled readers

were confused by the uneven spacing and hyphenation associated with justified

setting. Other experiments have shown that there is little to choose between
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justified and unjustified composition in terms of legibility, reading speed or

comprehension (Misanchuk, 1992; Hartley, 1994).

4.4.1.8 Line length

There is much evidence concerning the optimum number of characters per line of

text. Some suggest that between 20 and 60 characters is the easiest to read and to

understand (Wright, 1979; Wheildon, 1984; Frase et al., 1985). Spencer (1969)

suggests that the optimum length of line is one which accommodates about ten to

twelve words or 60 to 70 characters. Very short lines prevent maximum use of

peripheral vision (Tinker 1963).

4.4.1.9 Line spacing (leading)

Space between lines (leading) is also seen to influence the ease of reading.

According to Wright (1979), longer lines require more space between them for

ease of reading.

4.4.1.10 Character and word spacing

Wright (1979) suggests that type with proportional spacing (such as this type) is

easier to read than material with non-proportional spacing (where each

letter or numeral takes up the same amount of space).

Kerning (reducing the space between characters) leads to a reduction in the

comprehension levels of adult readers (Wheildon, 1984), although students read

close-spaced type more quickly (Moriarty and Scheiner, 1984). However, Spencer

and Shaw (1971) suggest that small changes in letter spacing have no appreciable

effect. They also concluded that small variations in word spacing are unlikely to

affect legibility, but spacing should be such that it is sufficient to clearly separate

adjacent words, yet not so great that the words cease to hold together as a line.

Over-generous spacing can create vertical white �rivers� of space on the page

(Reynolds, 1984).
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4.4.2 Semantic qualities of type

Choosing a typeface involves consideration of the impact it will have on the

reader as well as consideration of its legibility. Editors of popular magazines, for

example, often choose to set the replies to readers� letters in bold, sans serif type

(e.g. Helvetica Black) to appear clear, concise and authoritative. The effect a

typeface creates is often referred to as its �semantic property�, as opposed to the

functional properties of size, boldness, contrast and aspects of form.

Semantic properties of type have been studied since the 1920s. In recent years,

two notable projects have evaluated a number of typefaces on scales which

measured their semantic properties (Bartram, 1982; Rowe, 1982). Typefaces were

found to have perceptual qualities (such as �hard-soft� or �fast-slow�) about which

subjects generally agreed (Kempson and Moore, 1994). Furthermore, performance

of simple classification tasks can be impaired if the meanings of words and the

qualities of typeface are incongruous (Lewis and Walker, 1989). Bartram (1982)

also noted that the semantic properties ascribed to typefaces by designers and non-

designers were not always the same. Although there were similarities, there were

also marked differences for most of the typefaces studied. From this it was

recommended that designers should be aware that readers may not share their

view of a typeface.

4.4.3 Page layout

Space and structure in text is considered here under the broad heading �page

layout�, a term borrowed from the language of practising graphic designers which

refers to the relationship and relative importance of text, images and space on any

given page.

The various uses of type in the design of information are clearly important issues

and are well researched. Hartley (1979), however, argues that there has been an

imbalance in the consideration given to research into the �molecular issues� of

typography, compared with the �molar issues� of space and structure of text.
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Although he recognizes the contribution of Tinker (1963), he is critical of earlier

researchers who �ignored the higher-level organisational problems [of text] which

in practice determine the decisions made at lower levels� (p.497). He observes that

most of the knowledge gained from research into typography resulted from

research which made no reference to the kind of text being printed, and with little

of it being tested in the context of full pages of meaningful text.

The basis of Hartley�s argument derives from observations of the working

processes of typographic designers. He notes that of prime importance is how the

document is to be used when it is printed. Consideration of this issue, he claims,

leads to an appropriate choice of page size which is only then followed by

�secondary� decisions concerning type. He confirms that these secondary

considerations are of considerable importance, but maintains that �it is the use that

is made of space on a page of known dimensions, rather than the type, that most

affects the ease of comprehension and retrieval from printed text� (p.498).

Once a page size has been chosen appropriate to the needs of the reader, other

decisions concerning the page layout of a document can be made (ibid.). In

addition to the typographical issues discussed earlier, these include the vertical

and horizontal spacing of text; the number of columns of text per page; the width

of margins surrounding text blocks (often referred to as �white space�); and the

density of text in relation to graphics, illustrations or photographs.

4.4.3.1 Spacing of text

Hartley (1979; 1984; 1998) consistently argues that the spacing of text

significantly affects comprehension. Here, spacing does not refer to the space

between letters, words or lines as discussed earlier, but to the space that separates

clauses, sentences, paragraphs, subsections and chapters from each other.

There is some research to confirm Hartley�s view that spatial cues, such as a

double amount of line spacing between paragraphs, are important aids to
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comprehension. Fisher (1976) argues that mature and experienced readers rely

heavily on spatial cues to enhance their reading and search efficiency. Carpenter

and Just (1977) demonstrate that the beginning of a line (and not the end) has a

marked effect on eye-movement fixations and that text that starts in an irregular

manner produces more regressive fixations than regularly spaced text.

Hartley (1979) extends his argument with reference to Haber (1978), maintaining

that space helps readers to perceive redundancies in text, enabling them in turn to

perceive effective from nominal stimuli, and thus focus on what is personally

important. It is also space (between paragraphs, sections and chapters) that aids

perception of the document structure as a whole, helping readers to understand it

(ibid.).

4.4.3.2 Single versus multiple column layouts

Burnhill et al. (1976) suggest that a single-column layout is appropriate for the

presentation of technical materials containing a large number of tables and

diagrams. This confirmed an earlier study on the comprehension of scientific

journals by Poulton (1959) which suggested that a larger typesize in a single

column is preferable to smaller type in a double-column layout. Reynolds (1984)

claims that a single column layout can be too wide for larger page sizes (such as

A4) unless part of the page area is left unused.

4.4.3.3 Margins and white space

Page layouts which include �white space� have been shown to have advantages.

Some find it makes documents easier to follow (Nova Research Ltd, 1986).

According to Reynolds (1984), many book designers insist that text should only

occupy 50 per cent of the page area on the grounds that the �part-whole proportion

illusion� encourages type to appear larger. There appears to be no evidence,

however, to suggest that larger text occupying a greater proportion of the page

area is any less satisfactory.
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Some research suggests that margins help to reduce peripheral colour stimuli and

prevent the eye �from swinging off the page at the end of a return sweep� (ibid).

Tinker (1963), however, argues that a wider margin gives no advantage and could

only be adopted on aesthetic grounds. Reynolds (1984) adopts the practical

approach of Spencer (1969), observing that wide margins provide space for

making notes and allow the reader to hold the document without obscuring the

text.

4.4.4 Graphics

Like many of the terms which are used within the printing and publishing

industries, the term �graphics� is used loosely. It usually refers to items on a page

other than text and therefore includes photographs and illustrations. Illustration,

however, is the focus of Part II, so the literature is considered separately and in

more detail in Chapter 5.

It is worth noting here, however, that the term �illustration� itself is a vague one.

For the purpose of this research, an illustration is a picture or drawing which is

intended to faithfully represent three-dimensional objects, or groups of objects, on

a two-dimensional surface. In this sense, diagrams, which graphically represent

data or concepts, are not illustrations (see Table 4.2). The Concise Oxford

Dictionary of Current English (1976) defines a diagram as a �drawing showing a

general scheme or a graphic representation of the course or results of an action or

process�.

4.4.4.1 Tables

Tables occupy the middle-ground between prose or blocks of text and graphics.

They are usually composed of text, which are often numeric, but are nevertheless

graphic representations of information.

Stubbs (1980) suggests that tables are one of the natural functions of written

language. Tables have certainly played an important role in the history of the
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development of writing. Wright (1982) notes that inventories of various sorts form

a large proportion of what remains of very early writings. Goody (1977) suggests

that this is due to lists having no oral equivalent: i.e. it is unusual for people to

recite lists of items in everyday conversation.

Wright (1981) notes that the ability to understand and interpret tabulated

information requires special reading skills and that appropriate design of the

information in tables can help readers who may only have a weak grasp of these

skills. Reading tables involves understanding the logical principles on which the

information has been organized; finding the required information in the table; and

interpreting the information once it has been found (Wright, 1982).

According to Wright, specific design decisions have to be taken in a way that is

both sensitive to the internal structure of the data being presented and to the needs

of the readers who want to use the information. As such, she avoids universal

guidelines, but makes some general observations based on research findings. She

notes that eliminating redundancy can be a false economy: removing information

from a table so that it requires less space �often means that users have more

problems trying to extract information from the table� (p.337). She also believes

that designers of tables need to be able to use space to help readers perceive the

�functional groupings� within the material. Her research findings show, above all,

that it is not sufficient for the information to be physically present on the page.

�Ease of use requires much more than this. In particular it requires the designer to

be aware of how readers interact with printed materials� (ibid.).

Beach (1987) also reviews the principal typographic issues for presenting

information in tables: i.e. the table structure, the alignment of rows and columns,

the treatment of white space within tables, readability and the problem of breaking

up large tables. Beach argues for the re-instatement of vertical rules (against

current design trends) and the use of dotted leaders between columns to help the

reader capture the content and meaning of the table.
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4.4.4.2 Diagrams

Table 4.2 categorizes various types of diagrams.

Table 4.2. Examples of different types of diagrams

Quantitative Non-quantitative

� tables and spreadsheets

� line graphs

� histograms and bar charts

� area charts

� pie diagrams

� scatterplots

� flow diagrams

� chronological charts

� relationship charts

� maps

Whereas tables have been used to categorize information since the early years of

writing, the use of abstract, non-representational pictures to show numbers is a

relatively recent invention, perhaps because of the diversity of skills required 

the visual-artistic, empirical-statistical, and mathematical (Tufte, 1983). It was not

until the late eighteenth century that statistical graphics (length and area to show

quantity, time-series, scatterplots and multivariate displays) were invented  long

after logarithms, Cartesian co-ordinates, the calculus, and the basics of probability

theory (ibid.). William Playfair (1759-1832) developed or improved upon nearly

all the fundamental graphic representations of data, seeking to replace

conventional tables of numbers with the systematic visual representations of his

�linear arithmetic�.

According to Tufte (1983), modern data graphics can do much more than serve as

a substitute for small statistical tables. At their best, he maintains, graphics are

instruments for reasoning about quantitative information. He presents a theory

which can lead to changes and improvements in the design of visual displays of

quantitative information based on empirical measures of graphical performance.

Although some of these suggested changes may be small, others are substantial.

Writing in 1983, he estimates that each year somewhere between one and two

trillion images of statistical graphics are printed, so improvements could impact
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on hundreds of billions of printed pages. He believes that excellence in statistical

graphics consists of complex ideas communicated with clarity, precision and

efficiency, and that graphical displays should:

• show the data;

• induce the viewer to think about the substance and not the method;

• avoid distorting what the data have to say;

• present many numbers in a small space;

• make large data sets coherent;

• encourage the eye to compare different pieces of data;

• reveal the data at several layers of detail, from a broad overview to the fine

structure;

• serve a reasonably clear purpose: description, exploration, tabulation, or

decoration; and

• be closely integrated with the statistical and verbal descriptions of a data set.

(Tufte, 1983: p.4)

The use of diagrams in a cross-cultural context has received considerable attention

from authors concerned with communicating with communities who may not have

been exposed to alternative forms of graphical representation. Diagrams are

pivotal in participatory and rapid rural appraisal techniques. As Bradley (1995:

p.7) notes:

�� knowledge [of the community] is clearly portrayed in the making of maps,

seasonal diagrams, matrices, Venn diagrams and so on. Participation in this visual

and public fashion reveals the value of indigenous knowledge. � The fact that

understanding and participation in mapping and diagramming are shared by the

researchers and the villagers is of crucial importance. What has become obvious is

that many more people share an understanding of diagrams than was thought

previously.�



70

Diagrams are also widely used to enhance the information impact of instructional,

learning and training materials at professional level. Cripwell (1989) notes,

however, that little is known of non-picture visual literacy, the main reason being

the lack of valid and reliable tests. Cripwell relates some of his experiences

developing health learning materials in south-east Asia, as a consultant to the

World Health Organization, and discusses a number of problems associated with

the interpretation of outcome flowcharts, life cycle diagrams, pie charts, bar

charts, instructional flowcharts, instructional diagrams and plotted graphs. He

argues that barriers to an understanding of these non-representational forms are

culturally determined and learners with little or no experience of their use may

well find them incomprehensible. Despite this, he notes, learners can be trained to

use them effectively.

4.4.4.3 Visual cues

Many instructional designers and researchers recommend the use of visual cues

for directing students� attention to specific points in a text, believing that readers

need assistance in locating the most important information (Kempson and Moore,

1994). The effects of such cues on recall were measured in a study of instructional

texts by Beck (1984). This showed that recall was significantly greater when

pictorial and textual cues were used together, but not when either type of cue was

used alone.

4.4.5 Colour

The Department of Typography and Graphic Communication at Reading

University, in association with Xerox, is currently reviewing the impact of colour

on the comprehension of the printed page, given that access to a colour printing is

dramatically increasing as the price of colour desk-top printers continue to fall and

other forms of cost-effective printing are becoming available.

The first stage of the study has involved visits to around 20 different kinds of

organization (such as government agencies, utilities, financial organizations,
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manufacturing and retail companies, consultancies of various kinds, research

establishments, education, and the Health Service). Questions have centred on the

extent to which organizations are using colour in internal office documents; how

colour is used in different kinds of document; what are the perceived benefits of

using colour; what disadvantages or difficulties have been encountered in using

colour; and how organizations see their use of colour developing in the future.

The interest of the study lies not only in perceptions of the current technological

constraints, but also in any other factors that organizations feel might be

preventing them from making the best use of colour (such as a lack of design

expertise).

The second stage of the Reading study will analyse a collection of documents

produced by these and other organizations to find out more about the use of colour

in relation to document content (how much colour is used, what colours are

chosen, and what textual and graphic elements of the document colour is applied

to). This will enable designers to make judgements about the effectiveness of

current usage of colour in documents and to identify ways in which organizations

might be helped to make more effective use of colour (Department of Typography

and Graphic Communication, Reading University, 1999).

Chapter 5 continues the review of information design, focusing on research into

representational illustration.
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Chapter 5

Research into Illustration

5.1. Introduction
This chapter continues the review of literature into information design with a

discussion of research into illustration which is the focus of the study reported in

Part II.

The chapter begins by describing the role of illustrations in educational materials

and the factors which affect their comprehension. It goes on to examine

Goldsmith�s analytical model leading to a discussion of particular aspects of

illustration. It concludes with a discussion of the visual perception of engineering

drawings and the cross-cultural implications of their use.

5.2. The role of illustrations in educational materials
Goldsmith (1984) cites Kennedy (1974) in the introduction to Research into

Illustration.

�The aesthetics of pictures has been a rich and prominent topic for research.

In contrast, the psychology of the informative uses of pictures lies scattered,

its pieces needing to be brought together.�

Goldsmith responds to the challenge of bringing together the sources of research

into educational illustration, by presenting the most comprehensive review of the

subject until this date. She also presents an analytical model for evaluating the

�comprehensibility� of illustrations.
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She begins her review with a discussion of whether, in any given context,

illustrations should be used at all, a subject which has been the focus of research

in its own right. Goldsmith notes, however, that this is a �circular problem,

because from all the relevant studies only one general conclusion can be drawn: it

all depends.� (p.11)

She expands on this, however, by suggesting that the most important factors

which affect the decision to use illustrations are educational objectives and

student characteristics. These conclusions are drawn from several sources,

notably Dwyer (1972). Dwyer, himself, tables a number of variables within these

two categories (Table 5.1):

Table 5.1. Factors affecting the decision to use illustrations

Educational objectives Student characteristics

� factual information

� visual identification

� terminology

� comprehension

� total understanding

� age

� mental ability

� learning style and attitude

� cultural factors

� interest and motivation to learn

� creativity

� verbal and conceptual ability

� perception

� prior experience and knowledge

� grade level.

Source: Dwyer, 1972

5.2.1 Achieving educational objectives with illustrations

The first question Goldsmith believes it is necessary to consider when faced with a

choice of using an illustration to achieve any given educational objective, is

whether the content of the illustration is strongly visual. She cites Dwyer�s studies

where, for example, �the drawing of the heart was clearly the most economical
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way of demonstrating the position of its component parts� (p.77). She

acknowledges, however, that �the names and functions of those parts were, in

some cases, more easily dealt with verbally� (ibid.). Tennyson (1978: p.297) offers

a general guideline:

� � drawings can have a significant effect on learning concepts and rules

when they serve as images for encoding content for later use as well as

initial learning. As a design strategy, therefore, a visual should be structured

to represent the thesis of a paragraph or its salient ideas.�

Goldsmith�s review of research includes many examples of illustrations used to

support children�s learning, as well as studies with a cross-cultural focus. In the

latter case, she concludes that there is �little doubt that in communicating in print

with people who cannot read, pictures are essential� (p.78), a conclusion

commonly supported by many authors concerned with international development

and communication at village-level, including Fuglesang (1982) and Linney

(1995) whose writings are reviewed, among others, by Bradley (1995).

What is not included in Goldsmith�s discussion of student characteristics is the

extent to which illustrations are important to students who are literate and

educated, but whose cultural and educational background differ from those of the

illustrator. Nevertheless, Tennyson�s guideline seems a reasonable one to adopt in

circumstances where illustrations are deemed essential. Where pictures are not

believed to be strictly necessary, their use may be determined by the

developmental level of the student (Goldsmith, 1984).

Whilst the imposition of imagery perceived to be irrelevant may affect the

motivation of students, Goldsmith notes, the decision whether to use non-essential

illustrations is less critical than for other media �since students are always free to

ignore the illustrations� (ibid., p.79).
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5.2.2 Factors affecting the comprehension of illustrations

Illustrations in educational materials can perform many functions which range

from the provision of technical information (where total comprehension of the

illustration is essential) to complementing prose-based information and

stimulating attention (where total comprehension may not be necessary).

Many distance learning packages make use of illustrations in a variety of ways.

Brody (1981) reviews research which relates to instructional textbooks, by which

the author means textbooks that are designed and used primarily for the purpose of

direct instruction in a specific academic discipline or subject and for a specific

audience. The review is worth noting here as this definition can be directly applied

to distance learning as defined in Chapter 3. Brody suggests that there are major

shortcomings in most published research which has tended to focus on simple

illustrations such as line drawings, that are not representative of those found in

instructional texts. Brody argues for a more functional approach to research,

concentrating on the precise mechanisms by which illustrations aid learning.

Duchastel (1980) also argues that research into illustration in educational and

instructional texts is �confused� and that little can be learned from the research. He

suggests that where research has tried to find out if illustrations can enhance

learning, little recognition has been made of the fact that the term �illustration� is a

generic one covering a wide range of formats such as photographs, schematic

drawings, diagrams and maps. Similarly, little of the research has taken account of

the purpose of including illustrations in a text, to either interest or motivate the

reader, to help explain a point made in the prose, or to enhance long-term recall of

the prose.

Duchastel notes that whilst a few studies have shown that illustrations can aid

comprehension, a large number have not. This situation arises, he believes,

because the research does not taken account of the fact that some materials do not

need illustrations to be understood. He concludes by arguing for a shift in the
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focus for pictorial research, believing that more attention needs to be given to the

functional approach (what a picture does in a particular context) rather than the

�morphological approach� where the prime concern is what a picture looks like

(Kempson and Moore, 1994).

In the second part of her review, Goldsmith (1984) adopts a functional approach.

Her analytical model provides a useful framework for discussion of the research

into specific aspects of illustration.

5.3. Goldsmith�s analytical model
The purpose of a model for the analysis of illustrations is to ensure that, where

pictures are used in an educational context, they will be used to their best effect.

Without such a model, designers of educational materials are left to assume that

there is an ideal illustration which can either be included or left out according to

the various demands of context. In practice, of course, there is no such thing as

�every illustration produced is different in an infinite number of ways from every

other illustration� (Goldsmith, 1984: p.123).

5.3.1 Response levels

Goldsmith�s initial suggestion is that comprehension involves three different

levels of response:

• a response to graphic signals as an image or set of images;

 

• a response to an image in terms of the meanings the artist intended to set down;

and

 

• a response to the artist�s meanings in terms of all the previous experience and

present judgement of the viewer.
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She proposes that the study and analysis of illustration should be undertaken at

these three levels. Adopting the terminology of Morris (1938) she describes the

first level as syntactic which does not presuppose any recognition of images; the

second semantic which refers to the literal identification of an image such as

might be provided by a dictionary definition; and the third pragmatic which

implies interpretation by a viewer, the stage at which the comprehension of a

picture may depend on developmental, cultural or similar factors.

Goldsmith emphasizes that these levels are often interdependent in practice, and

that in any case, consideration of the higher levels presupposes the existence of

those below.

5.3.2 Visual factors

Goldsmith also suggests that certain visual factors should be considered in a way

that is related to these three levels. These factors are:

Unity  an area of a picture (or an object) which might be recognised as having a

separate identity, even if the identity is not known.

Location  the spatial relationship between objects within a picture.

Emphasis  the hierarchical relationship between objects within a picture (i.e.

their levels of importance).

Text parallels  the relationship between a picture and its supporting text.

Goldsmith�s model is constructed on the interaction of these four factors and the

three levels of response. Table 5.2 below presents an adaptation of her matrix.
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Table 5.2. Goldsmith�s matrix for the analysis of illustrations

SYNTACTIC

(image recognition)

SEMANTIC

(image identification)

PRAGMATIC

(viewer interpretation)

UNITY

(area of a
picture/object with own
identity)

1.

Recognition of the
bounds of an area of a

picture or an object

2.

Identification of an
area of a picture or an

object

3

The role of experience
and context in the
interpretation of an

area of an image or an
object

LOCATION

(spatial relationship
between areas of a
picture/objects)

4

Basic pictorial depth
perception

5

The contribution of
object identification to

the perception of
pictorial depth

6

Experimental factors in
pictorial depth

perception

EMPHASIS

(hierarchical
relationship between
objects within picture)

7

The attraction and
direction of attention,

independent of
meaning

8

Descriptive objects
having widespread

attraction and
direction value

9

The influence of extra-
pictorial factors on
scanning behaviour

TEXT PARALLELS

(relationship between
picture and its
supporting text)

10

Relationship between
illustration and
supporting text

11

The naming or
description of an

illustration

12

The conceptual
relationship between
text and illustration

Source: After Goldsmith, 1984, p.126

5.4. Aspects of illustration
The following discussion of specific aspects of illustration draws on elements of

Goldsmith�s matrix. Much of the research reviewed by Goldsmith relates to child

development, but there are also significant findings concerning education and

culture.

5.4.1 The bounds of a single image

The first aspect of illustration presented in the matrix is the most basic level of

pictorial perception: discrimination of the bounds of an image. Goldsmith reviews
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the research by Deregowski (1968) in Zambia, and Deregowski, Muldrow and

Muldrow (1972) in Ethiopia who reported no evidence of difficulty at what they

call the �detection� level of pictorial perception. This finding was corroborated by

Kennedy and Ross (1975) in New Guinea.

The research at this simple level, as well as being focussed on the perceptual

abilities of populations with suspected low-levels of visual literacy, has also

focussed on the perceptual abilities of children, for example Ghent (1956).

Goldsmith concludes that the ability to distinguish the bounds of an image is

universally very high given an acceptable level of visual literacy, and that it may

be reasonably assumed that for the educated, professional adult learner, any failure

to understand a picture is unlikely to occur at this level.

5.4.2 Image recognition

As with the research into the recognition of the bounds of a single image, research

into image recognition has also tended to focus on populations with suspected

low-levels of visual literacy, and not with educated populations. Many studies, for

example Travers (1969), Fussell and Haaland (1978), and Cook (1980) show

detailed line drawings to be the most readily recognisable form of illustrative

depiction in general. Most problems with image recognition have been observed

in the studies of young children and people from cultures who have not come into

contact with many pictures, especially adults over forty years old. Figure 5.1

(taken from the study by Holmes (1963) of 1544 adolescents and adults having

undergone between two and eight years� formal education in Kenya) lists some of

the �correct� and �incorrect� interpretations of the pictures illustrated.

In general, however, recognition of familiar objects is universally high, although

�some doubt has been expressed regarding the depiction of people or objects

truncated by the picture frame, in illustrations intended for use in a cross-cultural

context, or with young children� (Goldsmith, 1984, p165).
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Figure 5.1. Results from A Study of Understanding of Visual Symbols
in Kenya

Correct answers

Fly; Teste fly

Correct answers

Flies on faeces; flies

Incorrect answers

Don�t know; mosquito; locust; butterfly;
grasshopper; spider; lice.

Percentage correct: 71.2

Incorrect answers

Birds; dead body; don�t know; sun; vultures; a
hill; a lake; a duck; a cave; white ants; hippo;
Mount Kenya (many); rain.

Percentage correct: 12.1

Correct answers

Map; Map of Kenya (extended meaning)

Correct answers

Eye; sight

Incorrect answers

Don�t know; water; East Africa; skin; cloth; shirt;
map of world; a pit; a skin being dried; a hill.

Percentage correct:  20

Incorrect answers

Don�t know; mosquito; hat; feeding bottle; fly;
head; fish; larva on a leaf; a stone; worm on a
leaf; the sun; germs; snail; pupa of fly; a bird;
maggot; crocodile.

Percentage correct:  82.4

Source: Holmes, 1963



81

5.4.3 The role of experience and context in recognition

Research into this area of illustration takes into account how much of a bearing

characteristics of the individual viewer will have on the recognition of an image,

for example: age, ability, experience, culture and background. Relevant aspects

are grouped by Goldsmith (1984) under the headings:

• Familiarity of the depicted object  where studies have focussed on the

ability to categorise unfamiliar objects (Holmes, 1963; Deregowski, 1968;

Shaw, 1969; and Kennedy and Ross, 1975).

 

• Specificity of identification  where the ability of the viewer to discriminate

finely can be a disadvantage, when generality is the aim (Shaw, 1969). To

illustrate this point, Jenkins (1978) tells an anecdote about a primary school

teacher from rural Yorkshire:

�This is a hilly region of England where there is a lot of sheep farming. She

drew a picture of a sheep on the blackboard and asked the children what it

was. She was puzzled at the silence. After a while she discovered that the

children were puzzling over its features and trying to work out what kind of

sheep it was. Sheep were so much part of their lives that they could not

recognize a generalized sheep.� (p.32)

• The use of context  which reduces the possibilities of interpretation

(Hochberg; 1972).

 

• Understanding of implied movement  where studies have demonstrated

that a number of devices commonly used by artists to depict movement show

acceptance of posture as an indicator (e.g. a running man), but little

understanding of more arbitrary conventions such as speed lines and blurs

(Friedman and Stevenson, 1975; Saiet, 1979). (See Figure 5.2.)
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Figure 5.2. Implied motion

Source: Duncan, Gourlay  and Hudson, 1973
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5.4.4 Basic pictorial depth perception

Basic pictorial depth perception is seen as either innate and universal (e.g. Gibson,

1950; Hagen and Jones, 1978; Greenberg, 1978), or as a learned ability (e.g.

Hudson, 1960). There is much evidence to suggest that accurate perspective

drawings, particularly those incorporating grids, are compelling in their effect on

Western adults (e.g. Hayes and King, 1967) but this does not necessarily mean

that Westerners have always been susceptible to these illusions.

Goldsmith (1984) believes that �we may for all practical purposes assume that

some fundamental responses to depth in some pictures is present at a very early

stage in development�. Development in this case refers to the increasing ability to

understand pictures among people whose culture does not commonly have access

to pictorial materials, as well as to children generally.

5.4.5 Image identification and the perception of pictorial depth

The way in which identification of an image contributes to the perception of

pictorial depth are illustrated by five studies discussed by Goldsmith (1984)

covering two different applications of this factor. There is the familiar size of

isolated objects, such as birds and elephants which occupy multiplane space (e.g.

Hudson, 1960; Hagen and Glick, 1977); and the recognition of a context such as

sea or grass which receded continuously (Rock, Shallo and Schwartz, 1978).

The perception of pictorial depth by the familiar size of separate objects appears to

be very weak when used without the support of other visual depth cues, although

ignoring the known size of objects when constructing a picture, Goldsmith (1984)

suggests, �may not be wise�. It is possible that the perception of depth by familiar

size would be stronger for populations whose cultural traditions represent size

according to the  importance of the object, or use the picture plane to determine

proximity, but there appears to be no evidence to either confirm or contradict this

(ibid.).
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Rock, Shallo and Schwartz (1978) consider identification of the pictorial

elements, in particular those which occupy continuous space, to be necessary for

the perception of depth, even to the extent of dispensing with traditional pictorial

cues. Although they make a convincing argument for identification being in some

cases a significant factor, others, especially Goldsmith (1984), do not agree that it

is essential to such perception except in the absence of most other cues.

5.4.6 The effect of experience on pictorial depth perception

The literature reveals that viewers� knowledge of �the way things are in the real

world� affects their perception of pictorial depth (Goldsmith, 1984: p.240).

Mundy-Castle (1966) comments on the influence on meaning by referring to the

response of a girl of seven to one of Hudson�s test pictures: �The goat can�t see the

man because if it could it would run away and not stand there.� (p.297)

Some experiments have demonstrated that it is necessary to see depth in a picture

before an image can be identified. This occurred in Shaw�s study (1969) where a

zebra crossing was only named correctly by 7 per cent of the subjects until people

were depicted using it when recognition increased to 18 per cent. Earlier incorrect

responses of �flag� and �house� could indicate problems with the understanding of

perspective which, according to Dawson (1967a and 1967b) exist in some cultures

and sub-cultures. Goldsmith (1984) concludes that the �evidence of cultural

differences in perception of pictorial depth is overwhelming � and there is little

doubt that care needs to be taken in the presentation of materials for other

cultures.� (p.244)

Some authors (e.g. Linney, 1985) question whether preparation of materials by

outsiders is appropriate and have concentrated on helping communities to create

their own visual materials based on local pictorial conventions. This is the

practical application of the philosophies of Freire (1974), and later Fuglesang

(1982) who believe that the preparation of visual materials for other cultures has

been used in the West as a means of suppressing the poor.
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5.4.7 Attraction and direction of attention independent of meaning

The effects of a lack of emphasis in a picture are well illustrated in Figure 5.3 also

taken from the study by Holmes (1963). The attempt to provide a context in this

case reduced the percentage of correct responses (boy defecating). Wrong answers

include �house�, �house and flowers�, �person at home�, �planting flowers�, �child

playing in garden�, and �clean house�. Often context is essential, however, and it

becomes important to manipulate the levels of emphasis when the message must

be transmitted accurately as, for example, in first aid instruction (Goldsmith,

1984).

Figure 5.3. Boy defecating

Source: Holmes, 1963

There is much agreement among researchers concerning effective devices for

attracting, holding and directing attention, including the following factors: colour,

tonal contrast, position, size, and isolation which are described below. They

appear to be of prime importance when the communication potential of a picture

(or series of pictures) is being considered, whoever the intended viewers may be

(Goldsmith, 1984). While each of these factors has an attraction value, however,

they can also distract attention (Rutherford et al., 1979; Reid and Miller; 1980).
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• Colour and tonal contrast. It appears from the literature that it is not colour

in itself which is important: it is the contrast it provides with surrounding

areas. Brandt (1945) comments that if large areas of a display were in colour,

then black and white would prove to be the focus of attraction. Kelly (1965)

provides a list of twenty-two maximum contrast colours which could be

helpful in cases where there is an opportunity to use a few strong colours.

Smith and Watkins (1972) found that a single additional colour was effective

in line drawings.

 

• Position. Brandt (1945) claims that �of all the physical variables studied �

position is one of the strongest physical determiners of attention� (p.47), and

points out in his experiment with the attraction value of colour, that regardless

of the colour or the character of the design, viewers spent more time looking at

areas on the left and top halves of the page than on the right and bottom

halves.

 

• Size. The part of the eye which sees most clearly (the fovea) is capable of

focussing on only a small area at a time, so to attract attention it is sometimes

necessary to design material which contains elements discernible by peripheral

vision (Goldsmith, 1984). The reference of Brandt (1945) to size as an

attractor is less concerned with initial attraction than with sustained attention.

He found that increasing the size of a picture resulted in a greater amount of

time being devoted to it, but only in proportion to its linear increase: that is an

area four times the size held the interest of the viewer for twice the length of

time.

 

• Isolation. This is a form of emphasis traditionally exploited by typographers

and is referred to in the previous chapter as �white space�. According to

Goldsmith (1984), it seems to have been neglected by researchers in pictorial

perception, except for Brandt�s experiments with layouts which varied in the

amount of white space surrounding each picture. He found the optimum
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amount of white space for promoting sustained attention was 25 per cent of

the total display area, but he did not measure the effect of isolation on the

attraction of attention.

Little work seems to have been done on the relative strengths of the above factors,

although Brandt (1945) claims that position is the strongest of all the variables he

tested.

5.4.8 The attraction and direction value of descriptive images

By far the most universal descriptive form of attraction is the human figure: in

particular the face, and more precisely still, the eyes and mouth (Goldsmith,

1984). If the figure is placed so that features are clearly visible, it can perform the

function not only of attraction but of direction of attention since there is a reliable

tendency for viewers to follow the depicted direction of the gaze (ibid.).

5.4.9 The influence of extra-pictorial factors

There is some suggestion that certain cultures find the particular dimensions of a

picture to be more important than others, but most of the research in this area has

focussed on the scanning patterns of children. Some of the findings reveal that

until around the age of twelve or thirteen, younger children are unable to ignore

irrelevant information in pictures and rarely complete the search of complex

pictures.

5.4.10 Spatial relationships between text and illustrations

The ways in which the position of text with pictures affects comprehension has

been the subject of some studies. The extensive study of text/illustration

relationships by Smith and Watkins (1972) was inconclusive, although they still

maintained that �where illustrations are important for comprehension, the layout of

both text and illustrations is a critical factor.� (p.20)
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Goldsmith (1984) believes that it is �probably true� that the arrangement of

pictures with text �will have an effect on perception and comprehension, but that

� any possible effects on learning would be too subtle to measure� (p.328).

Whalley and Flemming (1975) concluded that �the use of a predictable

relationship between the diagram and the piece of text relevant to it would result

in the reader achieving  a greater feeling of understanding than if the text/diagram

relationship was unpredictable� (p.121). Goldsmith (1984) suggests that �the

question of whether the text should be continuous or divided into short passages

by illustrations has to be dictated by the content of the instructional material�

(p.328).

Beyond the adoption of a consistent method of presentation when relating text to

illustrations, natural scanning habits can be exploited to facilitate eye movements

(Goldsmith, 1984). Brandt (1945) and Buswell (1935) demonstrate with fixation

records that in a document containing both text and pictures, the pictures will be

the first to attract attention. The eye moves horizontally to the right or vertically

downwards, unless there are other forms of emphasis to compensate for this

tendency.

5.4.11 The conceptual relationship between meaning and pictures

Of the specific aspects of illustration described in this section, the conceptual

relationship between meaning and illustration is one of the most complex, given

that the focus here is not solely on identification, depth, or emphasis, but on all of

these aspects at once, together with the past experience each viewer brings to the

interpretation of pictures.

Perhaps the main consideration in respect of the relationship between text and a

picture is whether it is intended that one should replicate the other; and if not, then

the proportion of the total communication that each is expected to contribute. In

many cases in educational illustration, it is intended that the text and the picture

should convey as nearly as possible the same message to the viewer. Text varies in
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the extent to which it lends itself to a pictorial form of expression. While the main

idea of a paragraph might be conveyed by a competent illustrator, the depiction of

a simple sentence can sometimes cause problems.

An example of this can be found in Bratt (1978) who approached the problem of

designing pictorial labels for medicine bottles. In New York during the early

1970s he noticed that an estimated 80 to 85 per cent of the population made

mistakes in following prescriptions. Bratt believed this reflected the nature of the

population of �ghetto� areas who neither spoke nor understood English adequately.

Labels suitable for both eye ointment and eyedrops were developed and tested on

a hundred literates and a hundred illiterates (Figure 5.4).

Figure 5.4. Third versions of Bratt�s pictorial designs for medicine labels

Source: Bratt, 1978

 �The only instruction which it was not found possible to illustrate in a way

comprehensible to the majority of illiterates was Throw away after 4 weeks. The

rest of the images incorporated in the final design were understood by at least 65

per cent of illiterates, the best being achieved by the cautions Do not eat and Keep

away from children.� (p.35)
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In isolated cases, the conceptual use of illustrations can be counter-productive.

Attempts by Fussel and Haaland (1978: p.27) to make villagers in Nepal draw

their own pictures to represent messages was not a success:

 �It was not only that the villagers did not know how to draw, or what to

draw, although of course this was a problem as many of them had not

handled drawing materials before. The very idea of drawing a picture to

convey a message struck them as strange. One villager was handed drawing

materials and asked �If there was something dangerous near your village,

what could you put near it to warn people away?�. �A big stone wall�

replied the villager, putting the drawing materials to one side.�

Most cross-cultural studies, however, have shown that a basic understanding of

pictures exists in remote cultures even if this is only a recognition that an image

can be intended to represent a three-dimensional object. Most surveys, however,

report misunderstandings at higher levels and are misunderstandings of

interpretation rather than identification (Goldsmith, 1984).

Problems arise in the presentation of arbitrary symbols and the application of

colours; and when attempting to convey extended or figurative meanings. Not

only do images and colours symbolize different things to people from different

cultures, but the connotations of certain types of dress or environment may not be

the same for artist and viewer. Furthermore, the acceptability of a depicted event

is an important consideration. If offence is given, or distress caused, there will be

no communication at all (ibid.).

Two cases reported by Garland (1982) demonstrate problems with the

acceptability of images. The first version of the picture shown in Figure 5.5 was

rejected because the exposure of legs when squatting was not culturally acceptable

to subjects. Bare legs were also the cause of an objection raised in the case of the

first version shown in Figure 5.6. The second version still showed too much leg,
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and further modifications had to be carried out. In addition, the women were

claimed to be too Western-looking.

Figure 5.5. Defecating

Source: Garland, 1982

Figure 5.6. Nurse fitting a contraceptive diaphragm

Source: Garland, 1982

This point is particularly relevant to this research. Distance learning materials

intended for a global audience cannot be easily changed or �tailored� to conform to

local sensibilities. Although educated learners may be aware of the symbolic

differences of artistic conventions employed in materials originating from other

regions of the world, and be generous in their interpretation of these, they could

still cause offence.
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5.5. Visual perception of engineering drawings
Development work is multi-disciplinary by nature, so many professionals

choosing to undertake a distance learning programme in the planning, provision,

or management of infrastructure are non-technologists, and may have received

little or no training in the interpretation of engineering drawings and technical

illustrations. Anecdotal accounts also suggest that engineers themselves may not

necessarily be highly practised in these skills (Ince 1997; Reed 1997). Yet the

interpretation of such drawings is essential to understanding the technical options

available to a development project and for communicating the likely impact a

particular choice will have on a community.

Davies (1973) raises a number of interesting and important issues concerning the

visual perception of engineering drawings. These are considered here as they

directly relate to the focus of the research into appropriate methods of projecting

three-dimensional objects in two-dimensions reported in Part II.

Davies (1973) describes engineering drawing as �a language which expresses itself

through the medium of lines instead of words� (p.22). He recognizes that �this

language has been considered far superior to any other system of communication

and that information, particularly technical information, transmitted in pictorial

form is universally understood� (ibid.). He also recognizes that the level of spatial

ability necessary to visualize a three-dimensional object drawn on a plane surface

varies between groups of students.

If we accept that some variation exists in levels of spatial perception in our own

culture it follows that the differences will be even greater between cultures where

alternative codes are employed for defining pictorial space (ibid.). Davies (1973)

notes that the problem is acute for students seeking �technological education� in

the West or even within their own educational system if that system is based on a

Western model. He cites a number of the studies reviewed by Goldsmith and

discussed in the previous sections, and is forceful in his assessment of the results
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which �indicate that there are persistent and significant differences in the way

pictorial information is interpreted by people of different cultures and that this

perception calls for some form of learning.� (ibid.).

Segall et al.(1966) reviewing a number of experiments carried out to validate this

learning theory commented that the visual perception of objects distributed in

space comes to us with such vivid directness and clarity that it is hard to imagine

that vision is affected by learning.

Hudson (1960) concluded that formal education did not play a decisive role in the

growth of pictorial depth perception which he associated more with informal

parental instruction and exposure to pictures. Hudson�s methods and the validity

of his results have since been questioned by several researchers (Goldsmith,

1984). Davies (1973) concludes that it is always pertinent to review the results and

conclusions reached by psychologists studying the nature of visual perception in

various continents of the developing world to ascertain whether we can improve

our methods of transmitting information pictorially.

In engineering drawing, Davies (1973) notes, the perception of pictorial

information can be considered from two aspects: the spatial perception of a

draughtsman to produce suitable drawings of an object from a given specification,

and that required by the engineer to  manufacture the component from the

drawings. These two processes require different forms of perception. Whilst the

draughtsman tries to show a three-dimensional object on a two-dimensional plane

surface, the engineer must create a three-dimensional object by working from the

two-dimensional representation of the object.

The emphasis on developing visualization skills for the development professional

(whether or not he or she has an engineering background) lies in interpretation of

drawings, rather than on their production, since draughting is a specialist skill and
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one that, in any case, can now be readily produced from a computer-aided design

system.

Nevertheless, the questions concerning the most effective ways of representing

information in pictorial form remain. Davies (1973) asks:

�Should we use � perspective projection, or oblique projection, or should

we use orthographic projection. � The easiest way of showing all the

details of an object on paper using two-dimensional plane surfaces is to use

orthographic projection, since characteristics of the object can be shown

which cannot be seen from a single viewpoint. But is this the best way?

Orthographic projection is, understandably, the easiest way for a

draughtsman to relate all the features of a three-dimensional object on paper,

but for the engineer trying to interpret the object, a form of pictorial

projection would be better.�

(Davies, 1973: p.23)

Little use is made in engineering drawing of the pictorial depth cues, (such as

familiarity, familiar size, overlap, emphasis, isolation, colour, tonal contrast and

context discussed above) which help most people associate pictures with the

physical world. Since the 1970s many successful attempts have been made to

produce suitable technical illustrations for development which have a broad

appeal and reach out to non-engineers. Figure 5.7 is an example of such an

illustration designed for use at field level. Questions still remain however,

concerning the relative merits of different types of projection at professional level.

These questions take on a greater significance when technical illustrations need to

�stand alone�, supported by text, but not by the verbal explanations of a tutor, such

as illustrations for distance learning.

Part II of this thesis reports the attempts to seek answers to some of the questions

raised above.
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Figure 5.7. Lining a well

Source: Morgan, 1990
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Chapter 6

 Hypotheses

6.1. Introduction
Part I of this thesis examined, and made connections between, literature concerned

with learning and education; international development and distance learning;

information design for self-instruction; and research into illustration. It provides

the basis for Part II of the thesis.

Section 6.2 of this chapter raises questions about the use of projection systems for

illustrations designed to support distance learning in a cross-cultural context.

These have arisen as a consequence of the earlier discussions presented in Part I.

Part II sets out to address these questions by testing a series of hypotheses,

analysing the data produced from these tests, and discussing the implications of

the results.

Section 6.3 presents a list of variables which relate to the hypotheses. Section 6.4

presents the research hypotheses themselves, and Section 6.5 describes the

projection systems under study. Chapter 7 describes and explains the methodology

used for testing the hypotheses. Chapter 8 reports the results of the tests and

Chapter 9 presents the analyses and discussion of the results. Conclusions are

drawn in Chapter 10.

6.2. Questions
The literature review of research into illustration revealed that an analysis of the

precise �mechanisms� by which illustrations assist comprehension is required
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before recommendations can be made about the design, or choice, of illustrations

in any given educational context.

One such mechanism is the pictorial representation of three-dimensional space.

Illustrations which visually describe the three-dimensional nature of objects and

infrastructure can reduce and even eliminate the need for written explanations. It

is this principle which gave rise to the rapid development of engineering drawing

as the engineer�s primary communication tool during the Western Industrial

Revolution of the nineteenth century.

A number of engineering drawing systems have since evolved. These are sets of

visual codes and rules which enable the draughtsman and viewer to share the same

vision of a proposed object or structure. Only with a thorough understanding of

the rules and codes used to produce the drawings, however, will the viewer be

able to understand and make good use of them.

It was noted in the last chapter that many professionals choosing to undertake a

distance learning programme in the planning, provision, or management of

infrastructure are non-technologists and, as such, may have received little or no

training in de-coding engineering drawings and technical illustrations. However,

many text books and other publications, typical of those which might support

distance learning programmes in infrastructure development, use engineering

drawing projection systems as the basis for the illustrative content. Orthographic

projections, third angle projections, isometric projections, perspective views and

cross-sections are all commonly used.

This raises the following questions:

Q.1. Which particular projection system (or systems) best supports adult 

learning in a cross-cultural context?
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Q.2.  Do some groups of adult learners find it easier to understand the pictorial

conventions of engineering drawing systems than other groups? If so, can

this be attributed to socio-cultural, academic or other variables (such as

those listed in Section 6.3)?

6.3. Variables

1. Age

2. Artistic background

3. Country of birth

4. Country of childhood

5. Country of education

6. Country of permanent residence

7. Course of study

8. Economic region of permanent residence

9. Educational level

10. English as first language

11. Ethnic origin

12. Formal training in engineering drawing / technical drawing

13. Gender

14. Handedness

15. Nationality

16. Professional status

17. Religious background

18. Work experience
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Answers to these questions would have important implications for the ways in

which illustrations for distance learning materials are produced. The questions are

easy ones to ask, but they demand comprehensive answers. Although the scope of

this research does not allow for a full study of all projection systems and all adult

learning groups, it is hoped that by testing the following hypotheses and analysing

and discussing the results, a significant contribution to the answers can be made.

6.4. Hypotheses
Hypothesis 1 (H1) relates to the first question. Hypotheses 2 and 3 (H2 and H3)

focus on the ability of groups of adult learners, defined by a range of variables

(presented in Section 6.3) to understand projection systems used in engineering

drawings.

H1. Isometric projections of three-dimensional space are easier to 

understand than third-angle projections.

H2. The ability of adult learners to understand the pictorial conventions of 

third-angle projections and isometric projections is significantly 

affected by one or more of the variables listed in Section 6.3.

H3. The relative importance of linear perspective as a means of 

understanding pictorial space is significantly affected by one or more of

the variables listed in Section 6.3.

6.5. Descriptions of the projection systems studied
6.5.1 Third-angle projection

The orthographic projection is the most common type of projection in

engineering. The lines of sight from the eye to the object are parallel and

perpendicular to the plane of projection. A third-angle projection comprises three
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orthographic projections arranged so that dimensions can be transferred from one

view to another.

6.5.2 Isometric projection

Axonometric projection is a means of adding pictorial depth to orthographic

projections. Isometric projection is a type of axonometric projection where the

angle of inclination to all three planes are equal. The three main axes are projected

on a drawing sheet so that they are 120o to each other. All three dimensions,

length, width and height are projected with the same scale. Parallel lines on the

actual object are projected parallel on the view.

6.5.3 Linear perspective

The term perspective is often used in a wide sense and refers to any graphic

method by which an impression of three-dimensional space is represented on a

two-dimensional surface. Here, perspective refers specifically to a particular

drawing procedure governed by the rules of linear perspective devised during the

Renaissance period of Western art of the sixteenth century, and which are based

on the observation that parallel lines of objects which recede to the distance

appear to converge at a single point.

Figure 6.1. Example representations of a rectangular block using the three
types of projection systems studied

Third-angle projection                 Isometric projection                Linear perspective
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Chapter 7

Research Methodology

7.1. Introduction
This chapter describes the ways in which the hypotheses presented in Chapter 6

have been tested. Specifically, it presents: the basis of the test design; the principal

requirements in experimental technique that were identified and applied to ensure

validity of the tests; the pilot test designs and methods, along with a description of

the group of subjects who performed the pilot tests; discussions and conclusions

relating to each test design; and the revised tests and methods with descriptions of

the groups of subjects who performed the revised tests. Figures and photographs

for Chapter 7 are presented at the end of the chapter (pp.118-128).

7.2. The basis of the test design
In studying the effect of different methods of pictorial representation on

understanding, a definition of what is meant by �understanding� within the context

of the research was considered before the tests were developed. Spencer (1965)

notes that here, understanding would best be defined �in operational terms because

the process it denotes involves the extraction of specific items of information from

the drawing to achieve a given objective�.

Spencer�s definition was adopted on the grounds that performance in extracting

specific information from drawings could be measured by asking subjects to

undertake a range of tests within a given period of time. Principal requirements in

experimental technique were first identified to ensure that the results of the tests

would be valid.
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7.3. Principal requirements of experimental technique
The following requirements of experimental technique were identified:

• Any task to be set before the subjects should not merely test recall of

knowledge since this would confuse the information conveyed by a pictorial

representation with existing cognitive structures.

 

• The set tasks must have reasonable face validity, i.e. they must be tolerably

similar to actual practical situations in which drawings are used.

 

• As it is necessary to present drawings composed using different drawing

systems to the same subjects, the objects to be represented should be similar so

that differences in performance can only be ascribed to the differences between

the drawing systems.

 

• The set tasks should not require special sensory or motor skills. For example, if

successful completion of a task were to depend on accurate discrimination of

small differences in the drawing, or on manipulative skill, then differences in

performance may be due to differences in these abilities and not in pictorial

perception.

 

• Only minimal explanations of the tasks should be necessary. Long explanations

could disadvantage subjects whose first language is not that in which the tasks

are set.

 

• The tasks should produce unequivocal and measurable results.

 

 (Adapted from Constable et al., 1988 and Spencer, 1965)

After consideration of the requirements listed above, the following tests were

designed and piloted, based on similar tests designed to determine performance in
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the perception of projection systems, such as those designed by Jude (1983),

Owoeye and Smith (1987), and Elsheikh (1995).

A key assumption of this type of test is that the extraction of information from

drawings, as described by Spencer (1965), is a critical part of the process of

visualizing three-dimensional objects. In other words, if the correct visual

information is successfully extracted from the drawing (i.e. a meaning is attached

to the information), a three-dimensional model of the object can be held in the

imagination of the viewer. Similarly, if only part of the information is given

meaning by the viewer, an incomplete model of the object will be visualized. In

extreme circumstances, where no meaning at all is attached to any of the

information, the viewer will simply have no idea about the three-dimensional

nature of the object represented by the drawing.

7.4. The sample group and pilot tests
The sample group comprised 20 postgraduate students who had recently arrived at

WEDC for the start of the 1998-1999 postgraduate programme. Ten subjects were

engineers. Ten were non-engineers. Half were of Western origin. They were

representative, therefore, of the professional adult learning group described in

Chapter 3. A profile of each subject was recorded on the Subject Profile Form (see

Appendix 1). Information requested was related to the variables listed in Section

6.4.

All but one of the tests involved the visualization of abstract objects. It was

presumed that a task which involved visualizing identifiable objects might

influence the results of tests in favour of those subjects familiar with the shape and

form of the chosen objects.

None of the objects had been presented to any of the subjects in any form before

the tests took place. None of the tasks required special motor skills. Brief
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explanations of the tasks were provided on the task sheets and were also presented

orally.

The pilot tests are described and as follows:

• Pilot Test P1: Third-angle projection − drawing completion task

 

• Pilot Test P2: Third-angle projection − construction task

 

• Pilot Test P3: Isometric projection − drawing completion task

 

• Pilot Test P4: Isometric projection − construction task

 

• Pilot Test P5: Visualization of plans from isometric projections

 

• Pilot Test P6: The �false perspective� task

Tests P1, P3, P5 and P6 were taken during the same session under examination

conditions: i.e. none of the subjects was allowed to confer. 16 of the 20 subjects

completed the construction tasks (P2 and P4). These were taken individually and

under supervision.

7.4.1 Pilot Test P1: Third-angle projection −−−− drawing completion task

7.4.1.1 Purpose
This test was designed to assess the ability of subjects to visualize views of the top

and sides of three-dimensional objects.

7.4.1.2 Description
Subjects were referred to Task Sheet P1 (Figure 7.1a: p.118) (Please note that

figures for Chapter 7 are presented at the end of the chapter). Contained within
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each of the boxes (1 to 10) on this sheet is a set of linear projections of three

different views of a single solid object. There are views as seen from above (a),

from the front (b), and from the right-hand side (c). One or more of the projections

from each set is incomplete.

7.4.1.3 Method
The test was conducted under examination conditions, so conferring between

subjects was prohibited. Subjects were required to complete the set of projections

on the task sheet by adding a full or dashed line (or combination of lines) on the

projection or projections they considered to be incomplete. It was noted that a

solid line represents the visible meeting of two planes, and that a dashed line

represents the hidden meeting of two planes. A time limit of 10 minutes was set.

Answers to questions about the task were given on request. Two marks were

awarded for each correct answer.

7.4.1.4 Discussion
Observations of this task revealed that some subjects had difficulty in

understanding precisely what was required. Most of these difficulties centred

around the number of lines necessary to complete the set of projections, and the

meaning of the dashed lines. It later transpired that most subjects found this test to

be the most difficult. Although this could be attributed, at least in part, to the order

in which the tasks were presented (and that this was the first task), it was clear

from discussions with those subjects who performed well in all tasks, that P1 was

indeed more difficult. Furthermore, the number of lines necessary to complete the

set of projections did not equate in all cases to the available marks to be awarded

for each set  i.e. two. This led to errors in the scoring system which was based

on two marks for a correct answer: one mark for each line completed. Where a set

of projections required three lines for completion, subjective judgements had to be

made about the relative value of a partial answer. The range of scores for this test

was 0-20.
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7.4.1.5 Conclusion
It was concluded that revisions should be made so that both the requirements of

the task, and the scoring system of subsequent tests, would not be ambiguous.

Because most subjects appeared to find this task the most difficult, it was also

decided that it should not be the first to be presented in the series.

Despite the reservations and errors described, the range of the results indicated

that both the complexity of the task set was appropriate, and that the time allowed

was adequate for a revised test, R3 (Figure 7.1b: p.119) to be conducted on a

larger scale.

7.4.2 Pilot Test P2: Third-angle projection −−−− construction task

7.4.2.1 Purpose
This test was designed to assess the ability of subjects to visualize the form of

abstract objects from third-angle projections.

7.4.2.2 Description
Contained within each of the boxes (1-6) shown on Task Sheet P2 (Figure 7.2a:

p.120) is a set of linear projections of three views of a single solid object. With

reference to each set of drawings (presented on individual cards one at a time as

illustrated in Photograph 7.1: p.126) subjects were invited to construct a model of

the object using some or all of the ten wooden components illustrated in

Photograph 7.3: p.126.

7.4.2.3 Method
The test was conducted under interview conditions. Subjects performed the task

one at a time in an evenly lit room under the supervision of the interviewer. A

demonstration was given with an example set of projections, so that subjects

clearly understood the requirements of the task. The time taken to construct each

model was recorded, with a maximum time limit of 300 seconds (five minutes)

allocated for each model.



107

7.4.2.4 Discussion
In the light of the earlier problems experienced with Pilot Test P1, this

construction task was performed after the isometric version of this task, Pilot Test

P4. No help was given in choosing the wooden pieces necessary to complete the

task, or by suggesting how the problem of completing the task in the time

allocated might be approached.

The range of scores for this test was 0-100. As the maximum number of seconds

allocated for completion of each task was 300, marks were awarded according to

the scale below. No marks were awarded if the model was incomplete or incorrect

after 300 seconds had passed.

No of seconds % score

300 +

286-300

271-285

256-270

241-255

226-240

211-225

196-210

181-195

176-180

151-175

136-150

121-135

106-120

91-105

76-90

61-75

46-60

31-45

16-30

0-15

0

5

10

15

20

25

30

35

40

45

50

55

60

65

70

75

80

85

90

95

100



108

The mean average of scores for each of the six models (Photographs 7.4a-7.4f:

p.127) was taken and recorded as the percentage score for this task.

7.4.2.5 Conclusion
The tests were carried out on 16 subjects from the group of 20 who completed the

drawing completion tasks. There were no apparent problems with understanding

what was required. The same instructions were given to each subject. It was

concluded that this test had produced valid results.

7.4.3 Pilot Test P3: Isometric projection −−−− drawing completion task

7.4.3.1 Purpose
This test was designed to assess the ability of subjects to visualize isometric

projections of three-dimensional objects.

7.4.3.2 Description
Subjects were referred to Task Sheet P3 (Figure 7.3a: p.121). Contained within

each of the boxes (1 to 10) on this sheet is an incomplete isometric projection.

Without reference to an actual physical object, subjects were asked to complete

the projections.

7.4.3.3 Method
As with Pilot Test P1, this test was also conducted under examination conditions.

Subjects were required to complete the set of projections on the task sheet by

adding a full or dashed line (or combination of lines) on each projection. It was

noted that a solid line represents the visible meeting of two planes, and that a

dashed line represents the hidden meeting of two planes. A time limit of 10

minutes was set. Answers to questions about the task were given on request. Two

marks were awarded for each correct answer.
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7.4.3.4 Discussion
Observations of this task also revealed that some subjects had difficulty in

understanding precisely what was required, and that these difficulties also centred

around the number of lines necessary to complete each drawing. Nevertheless, it

was generally considered an easier task than the third-angle drawing completion

task. There were no errors reported in the construction of the test. Only two

straight lines were required to complete each drawing. Although it was noted that

the second drawing of this set could be completed in two ways, both were counted

as valid answers. The range of scores for this test was 0-20.

7.4.3.5 Conclusion
It was concluded that requirements of the task should be made more explicit but

that no revisions were required to the design of the task sheet. As subjects

appeared to find this test easier than Pilot Test P1 a change in the order of the

revised tests seemed appropriate to allow subjects undertaking the revised tests to

gain confidence in their performance.

The time allowed for the pilot test was considered adequate for the revised test

(R1) to be conducted on a larger scale (Figure 7.3b: p.122).

7.4.4 Pilot Test P4: Isometric projection −−−− construction task

7.4.4.1 Purpose
This test was designed to assess the ability of subjects to visualize the physical

shape of abstract objects from isometric projections.

7.4.4.2 Description
The description of this task is similar to the description of Pilot Test P2.

Contained within each of the boxes (1-6) shown on Task Sheet P4 (Figure 7.4:

p.123) is an isometric projection of a single solid object.
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With reference to each drawing (presented on individual cards one at a time

illustrated in Photograph 7.2: p.126) subjects were invited to construct a model of

the object using some or all of the same ten wooden components used for Task P2

illustrated in Photograph 7.3: p.126.

7.4.4.3 Method
The test was conducted under interview conditions. In the light of the experience

gained by conducting Pilot Tests P1 and P3 (the drawing completion tasks) this

construction task (P4) was presented to subjects before Pilot Test P2.

Subjects performed this task during the same session as Task P2. A demonstration

of this task was also given with an example set of projections, so that subjects

clearly understood the requirements of the task. The time taken to construct each

model was recorded, with the same maximum time limit of 300 seconds (five

minutes) as Task P2 allocated for each model.

7.4.4.4 Discussion
As with Pilot Test P2, no help was given in choosing the wooden pieces necessary

to complete the task, or by suggesting how the problem of completing the task in

time allocated might be approached.

The same scoring system described in Section 7.4.2.4 was used. The mean average

of the scores for each of the six models was taken and recorded as the percentage

score for this task (Photographs 7.5a-7.5f: p.128).

7.4.4.5 Conclusion
As in the case of Pilot Test P2, Pilot Test P4 was performed by the same 16

subjects from the group of 20 who completed the drawing completion tasks. There

were no apparent problems in understanding the requirements of the test. The

same instructions were given to each subject. It was concluded that this test had

also produced valid results.



111

7.4.5 Pilot Test P5: Visualization of plans from isometric projections

7.4.5.1 Purpose
This test was designed to assess the ability of a subject to visualize the plan of an

abstract object from an isometric projection of the object.

7.4.5.2 Description
Contained within each of the boxes (1-10) on Task Sheet P5 (Figure 7.5: p.124) is

an isometric drawing of a single solid object.

For this test, subjects were invited to refer to each set of drawings one at a time

and to sketch (on the paper provided) a linear representation of each object as

though seen directly from above.

7.4.5.3 Method
As with Pilot Tests P1 and P3, this test was conducted under examination

conditions. A time limit of 10 minutes was set and answers to questions about the

task were given on request. Two marks were awarded for each correct answer. A

single discretionary mark was awarded when it was clear that some, but not all

aspects of the plan view had been visualized. Only a schematic representation of

the plan was required. Full marks were awarded, therefore, even though the

dimensions of the sketch may have appeared disproportionate to the isometric

projection. It was presumed that discounting marks on these grounds would have

penalised subjects who possessed poorer drawing skills, but who had nevertheless

visualized the plan correctly.

7.4.5.4 Discussion
Whereas Pilot Tests P1 and P3 focussed on particular types of projection (i.e.

either third-angle or isometric), this task demanded an understanding of both:

isometric projection for interpreting the physical nature of the object represented,

and third-angle projection for visualizing a schematic mental image of the plan.
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7.4.5.5 Conclusion
No problems were reported with either the design of the test, nor with

understanding the requirements of the test. Although an element of discretion

described above was involved during marking, it was not considered to be

significant to invalidate the results.

7.4.6 Pilot Test P6: Perspective −−−− the �false perspective� task

7.4.6.1 Purpose
This test was designed to assess whether subjects recognised the laws of linear

perspective as a primary means of defining pictorial space.

7.4.6.2 Description
Pictured on Task Sheet P6 (Figure 7.6: p.125) is a copy of an engraving by

William Hogarth, an eighteenth century English artist. Hogarth constructed this

picture and called it �False perspective� to illustrate ambiguities in the

representation of pictorial space when the laws for defining space in illustrations

are deliberately broken. The result is an image which contains illogical situations

that could not exist or happen in reality.

7.4.6.3 Method
Subjects were each provided with a photocopy of Hogarth�s etching. By circling

areas of the photocopy with a pen and adding annotations, subjects were invited to

locate and describe situations in the picture which they believed could not take

place in the real world. This was demonstrated with an example. The horizon line

as described by water, and usually represented at a 90 degree angle to the vertical

edge of the image area, appears to slope steeply.

The principal features of Hogarth�s picture which appeared to break the laws of

pictorial space were identified and grouped as follows:
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Group A: Perspective as defined by the rules of linear perspective

Examples:

• Both ends of the church can be seen. According to the rules of linear

perspective, only one should be visible.

 

• The vanishing point for the windows of the building in the foreground recede

to a point somewhere in the sky, and not to the horizon line.

 

• The vanishing point of the tiles of the floor on which the nearest angler is

standing appears to recede to a point below the area of the picture, and not to

the horizon line.

 

• The horizon line is not horizontal.

 

• The vanishing point of the panels of the nearest elevation of the building in the

foreground do not recede to a consistent vanishing point.

Group B: Perspective as defined by the size/position relationship of picture 

elements

Examples:

• The man on the distant hill looks as large as the woman leaning out of the

window of the inn.

 

• The trees on the hill appear to become larger the farther their distance from the

viewer.

 

• The bridge does not appear to span the river.

 

• The bird in the distance appears too large for the tree on which it is perched.

 

• The swan appears bigger than the cattle shown in a nearer plane.
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Group C: Perspective as defined by spatial planes

Examples:

• The man on the distant hill appears to be lighting his pipe from the candle of

the woman leaning out of the window of the inn which is situated in the

foreground.

 

• Two of the trees on the hill in the distance overlap the inn sign which is

situated on a plane nearer to the viewer.

 

• The anglers� lines interfere with each other, even though the anglers are

separated by distance.

 

• The man in the boat on the river beyond the bridge appears to be shooting into

the distance, whilst smoke from the gun floats in front of the bridge.

 

• The struts of the inn sign are located on buildings situated in different planes.

Subjects were awarded a score of A, B, or C or a combination of these letters

according to whether or not they identified illogical elements of the drawing as

categorized above. For example, if a subject identified elements from all groups, a

score of ABC would be recorded. If only features from two groups were identified

then either a score of AB, BC or AC would be recorded. If features from only one

group were identified, a result of A, B, or C would be recorded. Only one feature

for each group was required to be identified for a score to be awarded.

7.4.6.4 Discussion
It was not intended that this test should generate empirical data in the same way as

the other pilot tests. As an experimental test, it was performed to see whether

trends in the perception of the basic spatial cues in pictures could be identified.

Subjects scoring A, B and C, for example, might be said to perceive pictorial

space in a number of different ways. Subjects scoring only a C, however, might be
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said to depend more for their perception of pictorial space on the depiction of

spatial planes than on the size/position relationship of drawing elements, or on

linear perspective.

The context of Hogarth�s picture also has an important bearing on the validity of

this test. The scene is set in eighteenth century England. Subjects unfamiliar with

the cultural background of eighteenth century England were faced with additional

problems of interpretation and were therefore disadvantaged. For some subjects,

for example, the dress code of the angler in the foreground was as much of an

issue of misrepresentation as the other features described and grouped above.

7.4.6.5 Conclusion
With the reservations outlined here in mind, it was nevertheless concluded that the

results of this test might present an additional insight into the ways in which space

is perceived by the different subject groups, and so was carried forward to

comprise one of the revised tests.

7.5. The revised tests
The revised tests are listed below. Each has a reference to the pilot test from

which it was adapted.

• Revised Test R1 (P3): Isometric projection − drawing completion task

• Revised Test R2 (P5): Visualization of plans from isometric projections

• Revised Test R3 (P1): Third-angle projection − drawing completion task

• Revised Test R4 (P6): Perspective − the �false perspective� task

• Revised Test R5 (P2): Isometric projection − construction task
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• Revised Test R6 (P4): Third-angle projection − construction task

The revised tests were performed by a range of adult learning groups. Although

they were completed at different times and locations, it was possible to apply the

same conditions for each of the groups. In two instances (noted in Table 7.1

below) the tests were successfully introduced and co-ordinated by other people,

demonstrating that the tests are replicable. The Subject Profile Form (see

Appendix 1) had been adapted to include details of both handedness and dyslexia

as potentially additional influential variables on the results. Other significant

variables related to the profiles of subjects as listed below in Section 6.4 had been

previously agreed with the research supervisors. Categories for each variable are

given in Table 7.2.

Table 7.1. Description of subject groups and locations of the tests

Subject group Description No of subjects Location

a WEDC postgraduate
students

33 Loughborough, UK

b Civil Engineering
postgraduate students

20 Loughborough, UK

c* Civil Engineering
undergraduate students

27 Loughborough, UK

d LUSAD pre-degree
students

20 Loughborough, UK

e* NUST Civil Engineering
undergraduate students

20 Bulawayo, Zimbabwe

c* Test led by Dr David Twigg, Joint Research Supervisor, Department of Civil and Building

Engineering, Loughborough University, UK.

e* Test led by the Dean of Engineering, National University for Science and Technology, 

(NUST) Bulawayo, Zimbabwe.
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Table 7.2. Variables and categories

Variable Categories

Subject group As listed in Table 7.1

Age Under 20
21-30
31-40
41-50
51-60
61 or over

Artistic background Yes
No

Country of birth Not limited

Country of childhood Not limited

Country of education Not limited

Country of permanent residence Not limited

Dyslexia Yes
No

Educational level Pre-degree
Undergraduate
Postgraduate

English is first language Yes
No

Ethnic origin Not limited

Formal training in engineering drawing
or technical illustration

None
1-3
4-6
7-9
Over 10

Gender Male
Female

Handedness Left
Right

Ambidextrous

Nationality Not limited

Professional status 1 of 4 options

Quality of sight Adequate/good
Poor

Region Low-income country
High-income country

Religious background Not limited

Work experience Under 5
5-10
11-15
21-25
26-30
31 or over

The following chapter presents the results of the tests.
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Chapter 8

Results

8.1. Introduction
Data compiled from the Subject Profile Forms (Appendix 1) were entered into the

statistical analysis and data management system SPSS, along with the scores for

the pilot tests (where these were considered valid) and the revised tests. This

chapter presents a summary of the results of the revised tests in tabular and chart

form. Figures for Chapter 8 are presented at the end of the chapter.

Analysis and discussion of the data is presented in Chapter 9.

8.2. Frequency tables
This section lists frequencies by variables beginning with Subject group, then

alphabetically by variable name.

Table 8.1. Subject group frequency table

Subject group Frequency Per cent

WEDC postgraduate students (Group a) 33 27.5

Civil Engineering postgraduate students (Group b) 20 16.7

Civil Engineering undergraduate students (Group c) 27 22.5

LUSAD pre-degree students (Group d) 20 16.7

NUST undergraduate students (Group e) 20 16.7

Total 120 100.0
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Table 8.2. Age frequency table

Age Frequency Per cent

15-20 43 35.8

21-30 51 42.5

31-40 20 16.7

41-50 5 4.2

Missing 1 0.8

Total 120 100.0

Table 8.3. Artistic background frequency table

Artistic background Frequency Per cent

No 92 76.7

Yes 28 23.3

Total 120 100.0

Table 8.4. Country of birth frequency table

Country of birth Frequency Per cent

Australia 1 0.8

Brunei 1 0.8

France 2 1.7

Germany 1 0.8

Ghana 1 0.8

Greece 1 0.8

Hong Kong 1 0.8

Indonesia 1 0.8

Ireland 2 1.7

Jamaica 1 0.8

Japan 3 2.5

Kenya 3 2.5

Liberia 1 0.8

Libya 1 0.8

Malawi 1 0.8

Namibia 1 0.8

Nigeria 3 2.5

Oman 1 0.8
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Pakistan 2 1.7

Papua New Guinea 1 0.8

Philippines 1 0.8

Portugal 1 0.8

Singapore 1 0.8

St Vincent 1 0.8

The Netherlands 3 2.5

Uganda 3 2.5

UK 57 47.5

Uzbekistan 1 0.8

Vietnam 1 0.8

Zambia 1 0.8

Zimbabwe 21 17.5

Total 120 100.0

Table 8.5. Dyslexia frequency table

Dyslexia Frequency Per cent

No 105 87.5

Yes 10 8.3

Missing 5 4.2

Total 120 100.0

Table 8.6. Educational level frequency table

Educational level Frequency Per cent

Pre-degree 20 16.7

Undergraduate 47 39.2

Postgraduate 53 44.2

Total 120 100.0

Table 8.7. English as first language frequency table

English as first language Frequency Per cent

No 57 47.5

Yes 63 52.5

Total 120 100.0
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Table 8.8. Ethnic origin frequency table

Ethnic origin Frequency Per cent

African 36 30.0

Asian 11 9.2

Australasian 1 0.8

Central American 2 1.7

Chinese 3 2.5

European 64 53.3

Japanese 2 1.7

Middle Eastern 1 0.8

Total 120 100.0

Table 8.9. Formal training in engineering drawing / technical illustration

No. years training Frequency Per cent

0 47 39.2

1-3 52 43.3

4-6 12 10.0

7-9 2 1.7

10+ 7 5.8

Total 120 100.0

Table 8.10. Gender frequency table

Gender Frequency Per cent

Female 27 22.5

Male 93 77.5

Total 120 100.0

Table 8.11. Handedness frequency table

Handedness Frequency Per cent

Ambidextrous 1 0.8

Left-handed 15 12.5

Right-handed 101 84.2

Missing 3 2.5

Total 120 100.0
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Table 8.12. Professional status frequency table

Professional status Frequency Per cent

Architect/Planner/Surveyor 3 2.5

Engineer 85 70.8

Non-technologist 28 23.3

Scientist 4 3.3

Total 120 100.0

Table 8.13. Region (economic) frequency table

Economic region Frequency Per cent

High-income country 73 60.8

Low-income country 47 39.2

Total 120 100.0

Table 8.14. Religious background frequency table

Religious background Frequency Per cent

Buddhist 3 2.5

Bahai 1 0.8

Christian 101 84.2

Hindu 3 2.5

Moslem 9 7.5

Missing 3 2.5

Total 120 100.0

Table 8.15. Work experience frequency table

No. of years work experience Frequency Per cent

0-5 90 75.0

5-10 16 13.3

11-15 8 6.7

16-20 1 0.8

21-25 2 1.7

26-30 1 0.8

31+ 1 0.8

Missing 1 0.8

Total 120 100.0
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8.3. Selected variables and clustered categories
A number of variables are not listed in Section 8.2 above. The variable Quality of

sight is not listed as only one subject noted that his eyesight was poor rather than

adequate or good. Other subjects noted that they required spectacles to see

properly. In such cases, eyesight was regarded as adequate or good for the purpose

of completing the tests.

Similarly, the frequency tables for Nationality, Country of childhood, Country of

education, and Country of permanent residence are not presented here (or

considered in the data analysis and discussion which follows) as only three

subjects reported differences between these variables and their country of birth.

This should not be taken to mean that such variables would not significantly affect

the results of tests conducted on a larger scale, but rather that it is not possible to

take account of them in analysing the results of these tests, conducted on a small

scale, where the data recorded for these variables are minimal.

It is also evident from the frequency tables that study of Religious background

(Table 8.14) will not yield reliable results. Approximately 84 per cent of subjects

declared their religious background to be Christian. Other religious backgrounds

included Bahai, Buddhist, Hindu and Moslem which collectively comprised only

14.3 per cent. Larger tests where samples are drawn equally from populations of

different religious backgrounds would reveal the level of significance of this

variable.

It can be seen from the frequency tables that each variable is comprised of a

different number of categories, according to the nature of the variable. Whilst

Gender, for example, is comprised of only two categories, Country of birth is

comprised of many. In the latter case, the problem of the scale of the samples

described above in relation to the number of categories is also apparent.
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For these reasons, variables for analysis and discussion in Chapter 9 have been

selected from the initial list, and categories within some of the variables have been

grouped together.

Table 9.3 lists the variables and categories which have been selected for analysis

and discussion.

8.4. Test scores
The scores are presented here according to the nature of the data for each test.

Tests R1, R2, R3, R5 and R6 produced percentage marks, scored on an interval

scale. Test R4 produced nominal data.

8.4.1 Interval results for R1, R2 R3, R5, and R6

Table 8.16. Case processing summary for R1, R2, R3, R5, and R6

 Cases

Included Excluded Total

N Per cent N Per cent N Per cent

R1 100 83.3% 20 16.7% 120 100.0%

R2 99 82.5% 21 17.5% 120 100.0%

R3 97 80.8% 23 19.2% 120 100.0%

R5 16 13.3% 104 86.7% 120 100.0%

R6 16 13.3% 104 86.7% 120 100.0%

Table 8.17. Case summaries for R1, R2, R3, R5, and R6

R1 R2 R3 R5 R6

N 100 99 97 16 16

Mean 87.35 89.34 59.95 85.31 38.44

Std. error of mean 1.62 2.03 3.05 4.82 7.51

Minimum 25 0 0 20 0

Maximum 100 100 100 95 80

Range 75 100 100 75 80

Std. deviation 16.21 20.16 30.01 19.28 30.04
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Figures 8.1 (R1), 8.2 (R2), 8.3 (R3), 8.4 (R5) and 8.5 (R6) for graphical
representations of these results.

8.4.2 Nominal results for R4

Table 8.18. Frequencies of scores A, B and C for Test R4

Valid Frequency Per cent Valid Per cent

AB 2 1.7 1.7

ABC 70 58.3 58.8

AC 4 3.3 3.4

B 3 2.5 2.5

BC 33 27.5 27.7

C 7 5.8 5.9

Total 119 99.2 100.0

Missing 1 0.8

Total 120 100.0

Table 8.19. Frequencies with and without score A for Test R4

Valid Frequency Percent Valid Percent

Contains A 76 63.3 63.9

Does not contain A 43 35.8 36.1

Total 119 99.2 100.0

Missing 1 0.8

Total 120 100.0

See Figures 8.6a and 8.6b (R4) for graphical representations of these results.
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Chapter 9

Data Analysis and Discussion

9.1. Introduction
Chapter 8 presented data from the results of the revised tests. This chapter

presents a comparative analysis of the tests themselves, followed by analyses of

the results for selected variables and categories. The results are analysed in this

way as a means of either supporting or rejecting the hypotheses presented in

Chapter 6. Sections in this chapter relating to the each hypothesis are marked in

parentheses: i.e. (H1), (H2), and (H3). The extent to which analysis of the data can

support or reject the hypotheses is discussed within each section.

Where computation of the levels of statistical difference is thought to be

appropriate, non-parametric techniques of hypothesis testing have been used as

these methods do not assume that the scores under analysis are drawn from a

population distributed in a certain way � such as from a normally distributed

population. They are also useful with small samples (Siegel, 1966; Cohen and

Holliday, 1984).

Please note that figures for Chapter 9 are presented at the end of this chapter.

Inferences and conclusions drawn from these analyses are presented in Chapter

10.

9.2. Comparative analysis of the tests (H1)
Tests R1 and R3 were designed to assess ability in understanding isometric

projections and third-angle projections respectively. Tests R5 and R6 were

designed to corroborate the results of R1 and R3.
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A comparison of the test results R1 and R3 (as presented in Figures 8.1: p.137 and

8.3: p.138) and R5 and R6 (as presented in Figures 8.4 and 8.5: p.139) would

reflect similarities and differences in the levels of understanding of the two types

of projection if the tests themselves are comparable. It is assumed here that this is

true, given that the requirements for completing the tests are the same: i.e. the

addition of two lines to each drawing within the same specified period of time.

Chapter 7 has discussed the development of the tests in greater detail.

Figures 8.1 and 8.3 suggest that isometric projections of three-dimensional space

are, in fact, easier to understand than third-angle projections. The difference

between the mean values of tests R1 and R3 varies by nearly 30 per cent.

The bar charts presented in these figures, however, do not reveal whether the

difference between the results is statistically significant. The Wilcoxon Matched-

Pairs Signed-Ranks Test is an appropriate non-parametric statistical test which

was designed to assess the significance of difference between two related samples

where neither is assumed to have a normal distribution.

9.2.1 The Wilcoxon Matched-Pairs Signed-Ranks Test for H1

Although the data resulting from tests R1 and R3 are on the interval scale, the

requirement of Hypothesis 1 (H1) is only that one form of projection is easier to

understand than the other. In this case, the data can be considered at the ordinal

level where they are ranked. The Wilcoxon Test is more useful than other ranked

tests as it accounts for the magnitude as well as the direction of the differences.

9.2.2 The hypothesis and null hypothesis for H1

Hypothesis (H11) presented in Section 6.3 states that �isometric projections of

three-dimensional space are easier to understand than third-angle projections�.

The null hypothesis for H11 is H10. This is the hypothesis of no difference which

assumes that it is neither easier nor more difficult to understand isometric
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projections of three-dimensional space than it is to understand third-angle

projections.

The null hypothesis was formulated for the purpose of being rejected on the

grounds that, if rejected, the alternative hypothesis (H11) could be accepted.

If the probability (p) of the difference between the test results were due to a

chance sampling error greater than 0.01* (p>0.01), then the null hypothesis would

not have been rejected. As Table 9.1 below demonstrates, however, the probability

of the test being due to sampling error was, in fact, less than 0.01 (p<0.01). The

null hypothesis was therefore rejected, and the hypothesis accepted, leading to the

conclusion that the sample groups collectively found the isometric projections to

be significantly easier to understand than the third-angle projections.

Table 9.1. The Wilcoxon Signed-Ranks Test: Results for R1 and R3

Ranks N Mean rank Sum of ranks

R3 - R1 Negative Ranks 81 a 50.22 4067.50

Positive Ranks 10 b 11.85 118.50

Ties 6 c

Total 97

Test statistics R3 - R1

Z -7.824

Exact significance **
(1-tailed) ***

0.000

a R3 < R1       b R3 > R1       c R1 = R3        Z = Standard score

* It is common practice in social science studies to accept the 0.05 or the 0.01

level of significance. The 0.01 level of significance was chosen as it reduces the

risk of a committing a Type I error: i.e. the chance of rejecting the null hypothesis

when in fact it is true. Setting a level of significance to an even more rigorous
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standard would run the risk of committing a Type II error: i.e. not rejecting the

null hypothesis when in fact it should be rejected.

** Exact tests were used as they provide a means for obtaining accurate results

when data fail to meet any of the underlying assumptions necessary for reliable

results using the standard asymptotic method: i.e. they are useful when the data set

is small, sparse, contains many ties, is unbalanced, or is poorly distributed.

Asymptotic results obtained from small data sets or sparse or unbalanced tables

can be misleading as the asymptotic method assumes that the data set is

reasonably large, and that tables are densely populated and well balanced (Cohen

and Holliday, 1984).

*** As the hypothesis predicted the direction in which the difference was to lie, a

�one-tailed� test was performed.

9.2.3 Additional analyses relating to H1

Although the analysis above demonstrates that collectively the sample groups

found the isometric projections to be significantly easier to understand than the

third-angle projections, it does not show whether this was the case for individual

groups. Bar chart (a) presented in Figure 9.1: p.151, however, does reveal that

every group found the isometric projections easier to understand, but that the

difference in understanding between the two types was greater for WEDC

postgraduate students than for any of the other groups. A comparison of Tests R5

with R6 (presented in Table 9.2) although performed by only one of the subject

groups (WEDC postgraduates), nevertheless corroborated the results of the

comparison of Tests R1 and R3.
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Table 9.2. The Wilcoxon Signed-Ranks Test: Results for R5 and R6

Ranks No. Mean Rank Sum of Ranks

R6 - R5 Negative Ranks 16 a 8.50 136.00

Positive Ranks 0 b 0 0.00

Ties 0 c

Total 16

Test statistics R5 - R6

Z -3.526

Exact significance **
(1-tailed) ***

0.000

a R6 < R5       b R6 > R5       c R5 = R6       Z = Standard score

9.2.4 Selected variables and categories

Section 8.3 gave reasons for selecting variables and categories for further analysis.

These are presented in Table 9.3 below, first by Subject group and then

alphabetically.

Figure 9.1(b) - 9.1(l): pp. 151-6 presents the differences between the mean scores

of R1 and R3 for the other key variables as listed in Table 9.3. It can be seen from

these figures that the mean results of the scores were greater for R1 than R3 in

every case.

9.2.5 Test R2

The requirement of Test R2 to represent the plan view of objects demanded of the

subject skills in both interpreting the three-dimensional objects pictures on Task

Sheet R2 and in representing the object orthographically. As the requirement of

this test differs from the requirements of R1, R3, R5 and R6 (which only demands

skills in interpreting either one or other of the projections), it has not been

considered in the above analyses. The test was designed, however, to establish

whether subjects found it difficult to connect the three-dimensional skills required
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to interpret the pictures with the orthographic skills required to represent a single

plane view of the objects. The mean average of the test results given in Table 8.17

closely match those for Tests R1 and R5 (the isometric projection tests) and not

those for R3 and R6 (the third-angle projection tests). This suggests in this

instance that the perceptual skills of interpreting isometric projections are more

predominant than the perceptual skills of third-angle projection, although both are

necessary to complete the task.

Table 9.3. Selected variables and categories

Variable Categories

Subject group WEDC postgraduate students
Civil Engineering postgraduate students
Civil Engineering undergraduate students
LUSAD pre-degree students
NUST Civil Engineering undergraduate students

Age 15-20
21-30
31 and over *

Artistic background No
Yes

Educational level Pre-degree
Undergraduate
Postgraduate

English as first
language

No
Yes

Ethnic origin African
European

Formal training in
engineering drawing

No
Yes

Gender Male
Female

Handedness Left-handed
Right-handed

Professional status Engineer (includes architect/planner/surveyor) *
Non-technologist (includes scientist) *

Region (economic) High-income country
Low-income country

Work experience Less than 5 years
Over 5 years *

Clustered categories are marked *
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9.3. Comparative analyses of variables and categories (H2)
The analyses presented in Section 9.2 reveal the differences between the results of

R1 and R3 and lead to an acceptance of the first hypothesis (H11) assuming a

chance sampling error less than 0.01. The second hypothesis (H21) states that �the

ability of adult learners to understand the pictorial conventions of isometric

projection and third-angle projection is significantly affected by one or more of

the variables listed in Section 6.3.�

The null hypotheses for H21 is H20 which, by contrast, assumes that �the ability of

adult learners to understand the pictorial conventions of isometric projection and

third-angle projection is not significantly affected by one or more of the variables

listed in Section 6.3.� Again, if the probability (p) of the difference between the

test results were due to a chance sampling error greater than 0.01 (p>0.01), then

the null hypotheses would not be rejected. Analysis of the results of Tests R1 and

R5 (for isometric projection) and R3 and R6 (for third-angle projection) reveals

whether or not this is the case for one or more of the variables, leading to the

acceptance or rejection of the hypothesis for both types of projection.

9.3.1 Comparison of means

Bar charts presenting a comparison of the mean scores between categories within

each variable illustrate the differences between the results (Figure 9.2 to 9.5:

pp.157-164).

It is clear from these bar charts that the mean scores for categories within most

variables are similar. To establish whether there is any association between the

scores and the variables for any of the four tests, it was first of all necessary to

grade the scores. Grading produced discrete categories enabling the data to be

analysed at the ordinal level using the Pearson Chi-square test and, in some cases,

the Fisher Exact test. Grading was necessary here as the data did not fulfil the

criteria for the (parametric) ANOVA test for the comparison of means.



148

The grading system used was:

0-20 Very low

21-40 Low

41-60 Medium

61-80 High

81-100 Very high

Another way of expressing Hypothesis 2 is to suggest that the scores of the tests

are dependent on one or other of the key variables. By comparing expected and

observed frequencies of the levels of response (Very low - Very high) for each

variable using the chi-square test, it is possible to determine whether the scores

are, in fact, dependent on any of the variables: i.e. if the observed and expected

frequencies are significantly different, then the variable would be seen to have

influenced the results.

Chi-square tests were performed for each of the four tests (R1, R3, R5 and R6) for

every key variable. Fisher exact tests were also performed where possible: i.e.

where variables only comprised two categories.

Table 9.4 presents the exact significance levels of the tests being due to chance

sampling error, based on chi-square cross tabulation calculations. The Fisher

Exact results are not presented here as in no case did they differ sufficiently from

the exact chi-square results to influence inferences that may be drawn: i.e. the

Fisher results did not fall on opposing sides of the 0.05 or 0.01 probability

thresholds calculated using the chi-square test.
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Table 9.4. Pearson Chi-square cross tabulation calculations for R1, R3,

R5 and R6

Isometric projection tests Third-angle projection tests

Selected variables R1 R5 R3 R6

Subject group 0.351 * 0.249 *

Age 0.531 0.174 0.398 0.222

Artistic background 0.360 * 0.681 *

Educational level 0.826 * 0.266 *

English as first language 0.003 0.432 0.226 0.120

Ethnic origin 0.045 0.040 0.311 0.155

Formal training in ed. 0.225 0.238 0.989 0.652

Gender 0.951 0.087 0.031 0.924

Handedness 0.452 0.653 0.822 0.924

Professional status 0.951 0.657 0.691 0.677

Region (economic) 0.160 0.046 0.126 0.113

Work experience 0.269 0.093 0.069 0.558

* Values not computed as variables were constant.

It can be seen from the table above that in all but five instances (shown in bold

type) the chance sampling error was greater than 0.05 (p>0.05) and that in all but

one instance (shown in the shaded cell) the chance sampling error was greater than

0.01 (p>0.01). In other words, the null hypothesis (H20) cannot be rejected except

in these instances and only in the case of English as first language, if the same

chance sampling error for Hypothesis 2 (H21)  as for Hypothesis 1 (H11) is

assumed.

9.4. Comparative analyses of variables and categories (H3)
This section analyses the data collected for Test R4. This test was designed to

assess whether recognition of the laws of linear perspective as a primary means of

understanding pictorial space is significantly affected by one or more of the listed

variables. It should be emphasized that this test (unlike the other tests) is only

concerned with preferred methods of pictorial perception and not with ability.
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Unlike data collected for the other tests, Test R4 data are nominal. They are also

less reliable, given the experimental nature of the test design described in Section

7.4.6. In other words, reliability of the test design is a major assumption in

accepting or rejecting Hypothesis 3 (H31) based on the data collected for Test R4.

The data collected for Test R4 is grouped so that results are recorded as either

containing or not containing A. Where A is recorded, the subject has demonstrated

that he or she recognizes the laws of linear perspective as a primary means of

defining pictorial space. Similarly, where A is not recorded the subject has not

demonstrated this.

The bar charts presented from cross-tabulations for each variable reveal that there

are, in fact, differences (see Figure 9.6: pp.165-6). The significance of these

differences was computed using chi-square tests as described above. The results

are presented in Table 9.5.

Table 9.5. Pearson Chi-square cross tabulation calculations for R4

Selected variables R4

Subject group 0.007

Age 0.002

Artistic background 0.001

Educational level 0.001

English as first language 0.000

Ethnic origin 0.000

Formal training in ed. 0.282

Gender 0.542

Handedness 1.000

Professional status 0.038

Region (economic) 0.000

Work experience 0.001

Given the experimental nature of Test R4, Hypothesis (H3) can be neither

accepted nor rejected as a result of this analysis. These data suggest, however, that

a number of variables influence the ways in which subjects interpret pictorial

space.
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Chapter 10

Conclusions

10.1. Introduction
This chapter presents the conclusions drawn from both the literature review

presented in Part I and the research results and analysis presented in Part II. It also

identifies areas for further study.

10.2. Conclusions drawn from the literature review

10.2.1 Learning and adult education

It is clear from the literature concerning learning and adult education that there is

little agreement among authors about what learning actually is, but that there is

much agreement that learning leads to positive changes in attitudes, performance

or behaviour.

People go about learning in different ways which range from the re-inforcement of

behaviour through practice, to learning by insight based on the re-interpretation of

existing knowledge in the light of new experience.

Learning involves the active processing of information from different sources, and

is enhanced:

• when learning objectives are clear;

 

• when there is opportunity for practice;

 

• when it is rewarded;
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• when instruction is well structured and organized, and takes into account the

individual differences of learners, their learning styles and their existing

knowledge; and

 

• when it takes place within a supportive and relaxed environment where

freedom to experiment or �play� is encouraged.

Professional people are likely to have had experience of �learning how to learn�

and as a result are also likely to be able to undertake self-directed learning.

Collaborative learning may not be as appealing or appropriate to professionals as

traditional or self-directed modes of learning.

10.2.2 International development and distance learning

There is a clear need for education and training of professionals working in

international development, not least for practitioners involved with the planning,

provision and management of physical infrastructure.

Distance learning offers an appropriate, alternative way of learning, especially for

the development professional whose circumstances restrict attendance of

conventional education and training courses, but who is nevertheless well-

motivated and able to apply new learning to existing work situations.

Distance learning is most effective when the methods and technologies used are

appropriate to the instructional tasks, and there is student-to-student and student-

to-tutor interaction. Performance of students on project work and continuous

assessment is generally better for distance learning students than for those on full-

time courses. Learners can apply newly-acquired skills to their work as soon as

they are gained which enhances both work performance and learning.

Distance learners bring basic characteristics to their learning experience which

influence their success in coursework. Such learners are voluntarily seeking
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further education; have post-secondary education goals with expectations for

higher grades; and are highly motivated and self-disciplined.

Learners benefit significantly from a well-designed syllabus. Structured note

taking, using tools such as interactive study guides, and the use of visuals and

graphics as part of the syllabus, all contribute to understanding.

The key to effective distance education lies in achieving the right balance between

the needs of the learners, the requirements of the content, and the constraints faced

by the tutor. A strong print component can provide much of the basic instructional

content in the form of a course text, as well as readings and other resource

material. To a certain extent, the passive nature of print can be offset by

systematic instructional design that seeks to stimulate the passive learner. Print

has several other advantages. It is spontaneous, instructionally transparent, non-

threatening, easy to use, easily reviewed and referenced, easily edited and revised,

and is cost- and time-effective.

As print is largely a one-way communication medium, the challenge is to design

instruction which maximizes the amount of interaction. The high-level of

interactivity between learner and course material, which forms part of the best

examples of distance learning, also produces better long-term retention of

knowledge and skills.

10.2.3 Information design for self-instruction

All distance learners rely heavily on specially prepared materials: i.e. instruction

which is pre-planned and pre-packed. Comprehension is re-inforced by well-

structured material which incorporates a range of typographical and design

devices from �chunking� of text to the concise use of headings, contents pages and

indexes which are accurate, specific and focused on the learner�s needs and goals.
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The overall appearance of an instructional text plays a critical part in its impact,

acceptability and ease of use. Learners� subjective assessments of the complexity

of the content of information; their willingness to attempt particular tasks; and

their impression of the value of the information is all influenced by the way in

which information is visually presented.

A number of factors determine how well instructional text will be received by

learners:

Typography

• It is generally accepted that text printed in lower case with few initial capital

letters is easier to read than capital letters only. This is also the case for titles

and headings.

 

• For general readership, the ideal character size of text is between 9 and 12

point. Type size has more effect on legibility than any other single typographic

feature.

 

• Italics, bold type, reversed type and underlining are all useful as means of

emphasizing text, but none are as legible as roman type for large bodies of text.

• The optimum length of line ranges from between 20 to 70 characters,

depending on context.

 

• Proportionally-spaced text is easier to read than non-proportionally-spaced text.

 

• For instructional text, the choice of typeface, text justification, hyphenation and

the semantic qualities of type are less important than the layout of the page.
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Page layout

• The ease of retrieval and comprehension of printed text is affected more by the

use that is made of space on a page, rather than the type.

 

• A single-column layout is most appropriate for the presentation of technical

materials containing a large number of tables and diagrams.

 

• The use of �white space� which emphasize headings can aid scan reading and

provide useful space for learners� notes.

Graphics

• Tables: The ability to understand and interpret tabulated information requires

special reading skills. Appropriate design of information in tables can help

readers who may only have a weak grasp of these skills. Specific design

decisions have to be taken in a way that is both sensitive to the internal

structure of the data being presented and to the needs of the readers who want

to use the information. Eliminating redundancy can be a false economy:

removing information from a table so that it requires less space may mean that

users have more problems trying to extract information from the table. Rules

between columns and rows help readers capture the content and meaning of the

table.

 

• Diagrams: Effective diagrams are instruments for reasoning about quantitative

information. They not only show the data, but induce the viewer to think about

the substance and not the method. They can present many numbers in a small

space, making large data sets coherent. They can also encourage the eye to

compare different sets of data and reveal the data at several layers of detail,

from a broad overview to the fine structure. Many diagrams, however, are

culturally determined: learners with little or no experience of their use may well

find them incomprehensible.
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• Visual cues: Visual cues direct the attention of learners to specific points in a

text. Recall is significantly greater when pictorial and textual cues are used

together, but not when either type of cue is used alone.

10.2.4 Research into illustration

Illustrations can play a significant role in developing learning concepts, not only at

the initial point of learning but also when they are introduced into text as a means

of recalling content at a later date. They can perform many functions which range

from the provision of technical information to complementing prose-based

information and stimulating attention.

There is little doubt that pictures are essential for communicating in print with

people who cannot read. The most important factors which affect the decision to

use illustrations for literate readerships are educational objectives and student

characteristics. In such cases, illustrations are likely to be most effective when the

content of the text is strongly visual.

There are shortcomings with some of the published research which focuses on

simple illustrations such as line drawings, but which are not necessarily

representative of those found in instructional texts. Furthermore, the precise

mechanisms by which illustrations aid learning have proved difficult to determine.

A model for the analysis of illustrations such as that provided by Goldsmith

(1984) can help to overcome such difficulties and ensure that, where pictures are

used in an educational context, they will be used to their best effect. The following

points are particularly important:

• Characteristics of an individual learner (for example: age, ability, educational

level; experience, culture and background) affect the ways in which an

illustration is perceived and understood.
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• The perception of illustrations is also, in part, a learned ability. Although

fundamental responses to depth in pictures is present at early stages in

development, responses are more sophisticated among populations who are

continually exposed to pictorial materials.

• Effective devices for attracting, holding and directing attention, include colour,

tonal contrast, position, size, and the isolation of objects.

 

• The arrangement of pictures with text is likely to have an effect on perception

and comprehension, but significance of the effects on learning have proved

difficult to measure.

 

• Problems arise in the presentation of arbitrary symbols and the application of

colours when attempts are made to convey extended or figurative meanings.

Not only do images and colours symbolize different things to people from

different cultures, but the connotations of certain types of dress or environment

may not be the same for artist and viewer. The acceptability of a depicted event

is also an important consideration.

• Many authors note that engineering drawing, as a visual language, is essential

for communicating technical information throughout the design and

implementation phases of infrastructure development. Some believe that

engineering drawing is a universal language. Others, however, recognize that

the level of spatial ability necessary to visualize a three-dimensional object

drawn on a plane surface varies between groups of students, and that the

differences are even greater between cultures where alternative visual codes are

employed for defining pictorial space.

• The emphasis on developing visualization skills for the development

professional lies in the interpretation of drawings, rather than on their

production.
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• Little use is made in engineering drawing of many pictorial depth cues which

help most people associate pictures with the physical world, and there appears

to be little research concerning the relative merits of different types of two-

dimensional projections of three-dimensional space. The need for such research

takes on a greater significance when technical illustrations are required to

�stand alone�, i.e: without verbal explanations by a tutor.

10.3. Conclusions drawn from the research results and     
analysis

Part II of the research presented questions which arose from the literature

reviewed in Part I. The research hypotheses were formulated and tested as a means

of addressing these questions. The results were presented, and analysed and

discussed in Chapters 8 and 9 respectively. This section presents the conclusions.

10.3.1 Hypothesis H1

The first hypothesis (see Section 6.4) stated that isometric projections are easier to

understand than third-angle projections. Analysis of the results demonstrated that

this was certainly the case for the groups of subjects studied, and would most

probably be the case for a wider population as defined by the list of variables

presented in Section 6.3.

These results imply that an isometric projection is likely to be more effective in

revealing the nature of an object or structure where there is a choice is to be made

between representing the three-dimensional nature of the object or structure in

either third-angle or isometric projection.

This does not invalidate the use of third-angle projections, however,  which may

be the most appropriate way of presenting design details. It appears, nonetheless,

that the difference in understanding between the two types of projection are so
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significant that representing an object or structure in a learning context with a

third-angle projection alone could limit the opportunity for learning.

10.3.2 Hypothesis H2

The second hypothesis stated that the ability of adult learners to understand the

pictorial conventions of isometric and third-angle projection is significantly

affected by one or more of the variables listed in Section 6.3.

Whilst the conclusions from the analysis of the results of H1 reported above were

clear to draw, the conclusions to be drawn from the results of the tests relating to

H2 are not. The results reject the hypothesis, except in certain instances. Of the

variables listed, it appears that English as first language; Ethnic origin; and

Economic region could influence the understanding of isometric projections, and

that Gender could influence the understanding of third-angle projections. Except

for English as first language in respect of isometric projections, however, these

results are marginal. This leads to the general conclusion that, for the populations

studied, illustrations prepared using either of these types of projection per se,

would neither significantly advantage, nor disadvantage any particular group of

adult learners. Other features of the illustrations, such as annotations, may well

have an effect, but these have not formed part of this study.

10.3.3 Hypothesis 3

Test R4, which relates to the third hypothesis, was designed to assess whether

recognition of the laws of linear perspective as a primary means of understanding

pictorial space is significantly affected by one or more of the listed variables. This

test, therefore, was concerned with the preferred methods of pictorial perception,

and not with ability.

It was reported that the methodology for testing Hypothesis H3 was experimental,

and that the reliability of the results is therefore questionable. Taking the results at

face value, however, it appears that a number of variables could well influence the
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ways in which subjects interpret pictorial space as defined by the laws of linear

perspective. Age, Artistic background, Educational level, English as first

language, Ethnic origin, Economic region, and Work experience are all,

potentially, influential variables.

10.4. Proposals for further study
It is clear from the discussion above that a number of conclusions can be drawn

from both the literature review presented in Part I, and from the analyses of the

research results presented in Part II. As such, the purpose, aims and objectives of

the research have been fulfilled.

The focus of the research allowed for the detailed study of particular drawing

systems. It follows that extended studies of these and other drawing systems, and

how their use affects the comprehension of illustrations in instructional text, will

lead to enhanced understanding.

An important subject for additional study at the technical/professional level, in

particular, is the cross-cultural variations in the understanding of the laws of linear

perspective. Additionally, a study of cross-cultural variations in the understanding

of sectional elevations and �cut-away� three-dimensional views would also

enhance understanding, as too would an assessment of the impact of colour on the

understanding of technical illustrations now that low-cost colour-printing is

becoming more widely available.
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Appendices

Appendix I. Subject profile form

Appendix II. Task instructions (R1-R4)





Subject Profile Form
Please complete both sides of this form using BLOCK CAPITALS. You may complete it anonymously if you wish by
leaving the boxes marked * blank

Surname or family name * Office use

Forename/s or other name/s *

Title (e.g. Mr, Mrs, Ms, Dr, Prof etc.) * Gender (please circle)

    Male / Female

Nationality

Country of birth Main country of childhood Country of permanent residence

Age (please circle)

   Under 20    21-30  31-40   41-50   51-60     61 or over

Current address *

Town/City *

County / State / Region *

Country

Telephone * Fax * Email *

Highest educational level attained (if any)

Status or profession  (e.g. student, water engineer, etc.)

Number of years work experience (please circle)

   Under 5   5-10     11-15     21-25   26-30    31 or over

Native language/s

Fluency in other languages (please indicate level/s of fluency − e.g. spoken, spoken & written, or give qualification)

If English is not your first language, what is your highest English language qualification (if any)

I describe my ethnic origin as (e.g. Chinese, Black African, Middle-Eastern, Asian, White European,)



I describe my religious background as (e.g. Moslem, Hindu, Jewish, Christian)

Number of years formal training and/or experience in engineering drawing/technical illustration (please circle)

   None  0-3     4-6     7-9     Over 10      Level attained: _______________________________

Artistic background (please give details of any special artistic interests or achievements, if any)

___________________________________________________________________________________________________

___________________________________________________________________________________________________

My vision is (please circle and give details of any sight impairment e.g. colour blindness)

   Good-Excellent    Adequate      Poor                

Details

___________________________________________________________________________________________________

I am left-handed/right-handed/ambidextrous*                      I am/am not dyslexic* 

(*Please delete as appropriate)

Brief description of educational background including country

Up to age 11 _________________________________________________________________________________

Age 11-18 _________________________________________________________________________________

Age 18 or over _________________________________________________________________________________

Current course of study (if applicable) ________________________________________________________________

I would/would not* be willing to participate in further tests of this nature at a later date. (* Please delete as appropriate)

Thank you for your co-operation.

Rod Shaw
Water, Engineering and Development Centre (WEDC)
Loughborough University
Leicestershire  LE11 3TU  UK



Tasks R1-4:  Instructions

Task R1: Isometric projection (8 minutes)

Please refer to Sheet R1
Contained within each of the boxes (1-10) is an incomplete isometric drawing of a
single solid object.

Complete each drawing by adding two solid straight lines. Note that a solid line represents
the visible meeting of two planes.

Task R2: Visualisation of plans from isometric projections (8 minutes)

Please refer to Sheet R2
Contained within each of the boxes (1-10) is an isometric drawing of a single solid object.

By referring to each set of drawings one at a time, draw on the paper provided a linear
representation of each object as though seen directly from above.

Task R3: Third-angle projection (8 minutes)

Please refer to Sheet R3
Contained within each of the boxes (1-10) is a set of linear projections of three different views
of a single solid object. There are views as seen from above (a), from the front (b) and from
the right side (c). An example is given. One or more of the projections from each set is
incomplete.

Complete the set of projections by adding two solid straight lines. These lines may be
adjacent or apart. Note that a solid line represents the visible meeting of two planes. A
dashed line represents the �hidden� meeting of two planes.

Task R4: False perspective (10 minutes)

Please refer to Sheet R4
Pictured on this sheet is a copy of an engraving by William Hogarth, an eighteenth century
English artist. Hogarth deliberately constructed this picture to illustrate ambiguities in the
representation of pictorial space when the rules of perspective are broken. The picture
contains �impossible� occurrences when viewed according to the laws of perspective.

Using the pen provided, locate and describe any area of the picture where you perceive
an �impossible� occurrence to be taking place. An example is given.




